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Research has consistently demonstrated that learners are strikingly poor at 
metacognitively monitoring their learning and comprehension of texts. The 
aim of the present meta-analysis is to explore three important questions about 
metacomprehension: (a) To what extent can people accurately discriminate 
well-learned texts from less well learned ones? (b) What are the (meta)cogni-
tive causes of poor metacomprehension accuracy? and (c) What interven-
tions improve the accuracy of metacomprehension judgments? In total, the 
meta-analysis integrated 502 effects and data from 15,889 participants 
across 115 studies to assess these questions. The results showed a weighted 
mean correlation of .178 for nonintervention effects. Many interventions 
were shown to be effective, such as delayed summary writing and delayed 
keyword generation. In addition, combining different interventions tended to 
generate additive benefits. The findings support the transfer-appropriate 
monitoring account, the situation model framework, and the poor- 
comprehension theory as explanations for why metacomprehension accuracy 
is typically poor. Practical implications are discussed.

Keywords: metacomprehension accuracy, intervention effectiveness, situation 
model, transfer-appropriate monitoring, poor comprehension
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Learning from texts plays a fundamental role in education and learning, and 
reading is one of the primary approaches through which people gain knowledge 
(Garner, 1987; Otero & Graesser, 2014; Rayner et al., 2012). Frequently learners 
need to read multiple texts during a limited period, such as in a school or college 
class (Griffin, Mielicki, et al., 2019). To regulate learning activities (i.e., when, 
what, and how to study) in an optimal way, learners need to accurately monitor 
their ongoing comprehension status and discriminate fully mastered texts from 
those requiring further study (Thiede et al., 2003). Monitoring the quality of one’s 
text learning is referred to as metacomprehension (Maki & Berry, 1984), a key 
component of metacognition (Flavell, 1976).

Over the past four decades, hundreds of studies have been conducted to assess 
to what extent people can accurately monitor their learning and understanding of 
text materials (for reviews, see Dunlosky & Lipko, 2007; Maki & McGuire, 2002; 
Prinz et al., 2020a; Thiede et al., 2009; Zhao & Linderholm, 2008). These studies 
include three key component parts: participants first study multiple texts, then 
make judgments about their comprehension of each text, and finally take a crite-
rion test on these texts, typically probing retention and comprehension of their 
content.

Two measures have been widely used to quantify metacomprehension accu-
racy. The first is absolute accuracy, which is calculated as the signed difference 
between perceived (measured as subjective comprehension judgments) and actual 
comprehension (measured as objective test performance). Positive and negative 
deviations between perceived and actual comprehension are referred to as over-
confidence and underconfidence, respectively. Overconfidence is often referred 
to as confidence bias or the illusion of knowing (Koriat & Bjork, 2005). The 
magnitude of the deviation reflects the extent to which comprehension judgments 
are biased in one direction. The other popular measure is relative accuracy, which 
is typically quantified as the intraindividual correlation between comprehension 
judgments and test performance across different texts. Relative accuracy indexes 
to what extent a given individual accurately discriminates well comprehended 
texts from poorly comprehended ones.

Absolute accuracy is largely dependent on test performance, with people often 
being overconfident when their test performance is poor and underconfident when 
their performance is good (Zhao & Linderholm, 2008). Absolute accuracy is 
thought to be influenced by nonmetacognitive factors (Linderholm et al., 2008), 
such as test difficulty, exposure duration, study-test interval, level of prior knowl-
edge, and so on. Hence absolute accuracy may not adequately reflect a given indi-
vidual’s metacomprehension ability (Nelson, 1984). By contrast, relative accuracy 
has been shown to be largely immune to these nonmetacognitive factors (for dis-
cussion, see Jaeger, 2012; Jaeger & Wiley, 2014). Therefore, Nelson (1984) and 
many other researchers (e.g., Jaeger, 2012; Jaeger & Wiley, 2014) have recom-
mended that relative accuracy, instead of absolute accuracy, should be adopted as 
the standard measure of metacomprehension. Accordingly, the target measure used 
in the present meta-analysis is relative accuracy. For the sake of brevity, we use 
metacomprehension accuracy to refer to measures of the relative accuracy of meta-
comprehension (Thiede & Anderson, 2003). We comment on the important role of 
absolute metacomprehension accuracy in the “General Discussion.”
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The classic research paradigm for assessing metacomprehension accuracy was 
developed by Maki and Berry (1984) and Glenberg and Epstein (1985), who con-
ducted the earliest studies on metacomprehension (Eakin & Moss, 2018). In this 
task design, participants are instructed to read multiple texts. Immediately follow-
ing reading each text or after reading all texts, they make judgments about their 
learning or understanding, or predict their future test performance for each text. 
These judgments or predictions are typically made on a Likert-type scale, such as 
a scale ranging from 1 (I did not understand the text at all) to 7 (I understood the 
text very well). After that, they complete a test on all texts. To quantify metacom-
prehension accuracy, intraindividual correlations between judgments and test per-
formance are calculated across texts for each participant, which are then averaged 
across participants to generate a group average representing overall metacompre-
hension accuracy, as recommended by Nelson (1984).1

Importance of Accurate Metacomprehension

Thiede et al. (2003) demonstrated why accurate metacomprehension is impor-
tant for text learning. In their study, Thiede et al. instructed three groups of partici-
pants to study six expository texts. After reading all texts, a no-keyword (control) 
group made a comprehension judgment for each text. An immediate-keyword-
generation group performed the same learning and judgment tasks, except that 
immediately after reading each text, they were required to generate five keywords 
to capture the gist of the text. A delayed-keyword-generation group also generated 
five keywords for each text, but the keywords were generated after a delay (spe-
cifically, after all texts were read). Then all three groups undertook a first compre-
hension test on all texts. Following this test, participants were offered an 
opportunity to select some texts for restudy, restudied the selected texts, and then 
completed a second test on all texts.

Thiede et al. (2003) observed that metacomprehension judgments were 
much more accurate in the delayed-keyword-generation group (intraindividual 
gamma [G] correlation between judgments and test performance in the first 
test = .70) than those in the immediate-keyword-generation (G = .29) and no-
keyword (G = .37) groups. More importantly, participants in the delayed-key-
word-generation group were more likely to select the objectively less well 
comprehended texts to restudy (correlation between test performance in the 
first test and restudy choices G = −.79) than those in the immediate-keyword-
generation (G = −.35) and no-keyword (G = −.36) groups. Because the 
delayed-keyword-generation group regulated their restudy decisions more 
effectively, their test performance on the second test was better than those in 
the other two groups, even though there was no difference in test performance 
among the three groups in the first test.

Thiede et al.’s (2003) findings clearly demonstrate that accurate metacompre-
hension is related to efficient regulation of study activities, which in turn produces 
superior learning outcomes. Many subsequent studies have observed similar find-
ings in different languages and populations (e.g., Ackerman & Goldsmith, 2011; 
Chen, 2008, 2009; de Bruin et al., 2011; Engelen et al., 2018; Little & McDaniel, 
2015; Ni, 2019; Shiu & Chen, 2013; Thiede & Anderson, 2003; Thiede et al., 
2012, 2017; Xu & Shi, 2008).
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These findings are consistent with discrepancy reduction models of self- 
regulated learning (Dunlosky & Hertzog, 1997; Nelson et al., 1994; Verkoeijen 
et al., 2005). These models hypothesize that, before studying, learners set a learn-
ing goal, and during study they continuously monitor their ongoing learning prog-
ress. When the perceived learning level reaches their desired goal, they terminate 
encoding. Otherwise, further efforts are expended to reduce the gap between per-
ceived and desired learning level (Little & McDaniel, 2015). For instance, before 
reading a text, a reader may set a target of correctly answering about 90% of ques-
tions in a later test on this text. During reading, the reader monitors her compre-
hension status, and continues studying the text until she thinks that she will be 
able to correctly answer this number of questions in the later assessment. In brief, 
discrepancy reduction models propose a close linkage between metacognition and 
learning: metacognitive monitoring affects metacognitive control, which in turn 
influences learning gains (Thiede et al., 2009).

Overall, both empirical findings and theoretical models suggest that accurate 
metacomprehension is critical for text learning.

Poor Metacomprehension Accuracy

Given the critical role of accurate metacomprehension in text learning, numer-
ous studies have asked to what extent individuals can accurately gauge how well 
they understand what they read (Maki & Berry, 1984). Below we briefly summa-
rize empirical results on metacomprehension accuracy. Before continuing, it is 
worth noting that previous studies calculated different types of intraindividual 
correlations to measure metacomprehension accuracy, such as the most widely 
used G correlation (Griffin et al., 2019; Lin et al., 2002), the less widely used 
Pearson (r) correlation (Jaeger & Wiley, 2014; Sarmento, 2018), and the infre-
quently used point-biserial (rpb) correlation (Glenberg & Epstein, 1985) (for a 
comparison of these correlation measures, see Nelson, 1984). Hence, to avoid any 
potential misunderstanding that all previous studies conducted Pearson r correla-
tion analyses, in the present review we use the term mean correlation (MC), rather 
than r as Prinz et al. (2020a) did, to represent the mean of intraindividual correla-
tions, regardless of how they were calculated.

The dismaying conclusion from prior research, as already evident from the 
control group in Thiede et al.’s (2003) study discussed earlier, is that people’s 
metacomprehension accuracy is strikingly poor (e.g., Dunlosky & Lipko, 2007; 
Lin & Zabrucky, 1998; Miller & Geraci, 2014; Sarac & Tarhan, 2017; Thiede 
et al., 2009). For instance, Maki (1998c) found that the MC calculated across 25 
metacomprehension studies conducted in her laboratory was only about .27. The 
exact same estimate was obtained by Dunlosky and Lipko (2007), who averaged 
correlations across 36 published experiments from Dunlosky’s laboratory.

In a narrative literature review, Thiede et al. (2009) averaged intraindividual 
correlations across 57 studies published before 2009, which also yielded an MC 
value of .27. More recently, Prinz et al. (2020a) conducted a meta-analysis aggre-
gating 145 correlations extracted from 66 studies, finding a weighted MC of .24. 
Readers are warned to be cautious when interpreting these values, as the present 
meta-analysis documents a smaller estimate of metacomprehension accuracy 
under normal nonintervention conditions.
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What is the practical meaning of a correlation of .27? To facilitate readers’ inter-
pretation of this correlation value, it can be translated into judgment accuracy, 
which represents the probability that a given individual correctly makes high com-
prehension judgments to well-comprehended texts and low judgments to less well 
comprehended ones. To do this, it is necessary to estimate the relationship between 
correlations and judgment accuracy values. A correlation accuracy simulation was 
performed to achieve this, and details of the simulation method are available in the 
Supplemental Information file in the online version of the journal.

The simulation showed that the peak of the density distribution of judgment 
accuracy values corresponding to .26 < G < .28 was at .569. This means that 
when a given individual’s metacomprehension accuracy is at G = .27, the prob-
ability that she will correctly offer high comprehension judgments to well- 
comprehended texts and low judgments to less well comprehended ones is only 
about 56.9%, against a chance level of 50% (i.e., G = 0). If she makes restudy 
decisions solely according to her comprehension judgments, the accuracy of these 
decisions (i.e., correctly deciding to restudy less well comprehended texts in pref-
erence to well-comprehended ones) will only be 56.9%, barely better than a coin 
toss. Stated differently, if she studied 40 textbook sections in a course, and then 
wanted to restudy the 20 she had comprehended most poorly, she would be 
expected to select about 11 of the 20 poorly comprehended ones together with 9 
of the 20 well-comprehended ones, rather than the 20 poorly comprehended  
sections. Her restudy strategy regulation would be extremely inefficient.

In summary, even though accurate metacomprehension is critical for text 
learning, learners’ ability to monitor their understanding is far from impressive, 
and they are generally poor at metacognitively evaluating how well they under-
stand what they read. Such poor accuracy is likely to have consequences not only 
for learning in the school and college classroom but in many other contexts as 
well, such as doctors’ awareness of their levels of understanding of information 
about the efficacy and side effects of new medicines (Gigerenzer et al., 2007).

Putative Mechanisms Underlying Poor Metacomprehension Accuracy

An important goal of previous metacomprehension studies was to understand 
the theoretical bases of poor accuracy (Wiley et al., 2005). Understanding its 
underlying mechanisms is a prerequisite to developing effective interventions to 
improve metacomprehension accuracy and to boost learning efficiency (Thiede & 
Anderson, 2003). Indeed, a variety of explanations have been proposed. Below 
we introduce three popular accounts, which are empirically tested in the present 
meta-analysis.

Transfer-Appropriate Monitoring
The transfer-appropriate monitoring (TAM) account assumes that the key 

determinant of judgment accuracy is the extent to which the contexts in which 
judgments are made match those in the tests (Dunlosky & Nelson, 1997; Dunlosky 
et al., 2005). According to TAM, poor monitoring accuracy mainly arises from a 
mismatch in contexts (or processes) between the judgment and test conditions. 
For instance, learners may lack knowledge about what kind of cues they should 
use as a basis to form their judgments because they do not know what kind of or 
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how text information will be tested later (Thiede et al., 2011). If the cues used to 
construct judgments mismatch those presented in the test, poor accuracy will 
emerge.

A major prediction of TAM is that the more similar the contexts (or cues) 
between judgment and test, the more accurate the comprehension judgments will 
be (Dunlosky et al., 2005; Thiede et al., 2011). This prediction has been corrobo-
rated by some findings. For instance, Glenberg et al. (1987) instructed partici-
pants to take a practice test on each text, which was either identical or dissimilar 
to the criterion test, before making comprehension judgments. The results showed 
superior monitoring accuracy when the practice test was identical to the criterion 
test than when it was dissimilar.

The TAM account has also been tested by manipulating test expectancy 
(Griffin, Wiley, et al., 2019; Thiede et al., 2011). For instance, Thiede et al. (2011) 
found that when participants were informed that they would undertake inference 
tests on the to-be-studied texts but they were in fact given content tests, their 
monitoring accuracy was much lower than when they were actually given infer-
ence tests. The converse was also found: Judgments were less accurate when par-
ticipants were informed that they would be tested on text content but the final test 
actually evaluated inference. These findings have recently been conceptually rep-
licated by Griffin, Wiley, et al. (2019). Overall, the aforementioned studies imply 
that test expectancy consistency (i.e., consistency between the expected and actual 
test) is a critical moderator of metacomprehension accuracy, in line with the TAM 
account.

Dunlosky and colleagues, however, have questioned the TAM account 
(Dunlosky, Rawson, & McDonald, 2002; Dunlosky et al., 2005). These research-
ers speculated that poor metacomprehension accuracy might result from a mis-
match in the relative granularity between judgments and tests. Specifically, in 
most previous studies, participants made a global judgment for each text, but the 
final tests presented a set of questions testing specific pieces of information within 
each text (e.g., Maki & Serra, 1992b). Even though readers might accurately mon-
itor which pieces of information were mastered better than others, it was challeng-
ing for them to translate their within-text monitoring into a global judgment for 
the entire text. Therefore, Dunlosky and colleagues speculated that item-specific 
judgments (i.e., judgments related to specific pieces of information within the 
text) should, according to TAM, be more accurate than global judgments (i.e., 
judgments related to the entire text).

To test this assumption, Dunlosky, Rawson, and Hacker (2002) instructed par-
ticipants to study multiple expository texts, with each one giving definitions for 
four concepts. After reading each text, participants first made a global judgment 
(How well will you be able to complete a test over this material?) and then made 
an item-specific judgment for each of the four terms (How well do you think you 
will be able to define XXX?). Then they undertook a cued recall test on all four 
definitions (i.e., recalling definitions when prompted with concept terms). 
Strikingly, Dunlosky, Rawson, and Hacker’s results contradicted the TAM pre-
diction by showing no statistically detectable difference in accuracy between 
item-specific and global judgments (for related findings, see Dunlosky et al., 
2005). However, it is worth noting that other studies observed that item-specific 
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judgments were more accurate than global ones (e.g., Han, 2010). In brief, the 
aforementioned studies, which assessed the effect of granularity match on meta-
comprehension accuracy, obtained inconsistent findings. This casts some doubt 
on the adequacy of the TAM account.

In summary, the validity of the TAM account is still under debate, and further 
tests are called for. Aggregating all available data may allow a clearer verdict on 
the TAM account.

Situation-Model Approach to Metacomprehension
Researchers have attempted to combine theories of comprehension with theo-

ries of metacognition to jointly account for poor metacomprehension accuracy 
(Dunlosky & Lipko, 2007; Griffin, Mielicki, et al., 2019; Rawson et al., 2000). 
According to the cue utilization model of metacognitive monitoring (Koriat, 
1997), people search for a variety of cues to make metacognitive judgments, and 
these cues are either predictive or misleading (Thiede et al., 2010; Yang, Huang, 
et al., 2018; Yang, Sun, et al., 2018). The reason why comprehension judgment 
accuracy is generally poor may be that learners frequently make judgments on the 
basis of cues (e.g., processing fluency) that are not diagnostic of comprehension 
performance (Thiede & Anderson, 2003).

According to Kintsch’s construction integration framework, text information 
is mentally represented at three levels: a lexical (surface) level, a text-base level, 
and a situation model level (Kintsch & Walter, 1998). The lexical level simply 
represents the surface features of the text, such as the exact word forms and syntax 
presented in the text, which can be constructed without requiring any comprehen-
sion of the text (Kintsch & Walter, 1998). The text-base level goes slightly deeper 
and comprises parsing surface text segments into individual propositions or idea 
units. Importantly, the text-level representation only involves abstracting from the 
exact words and translating them into propositional forms, which requires mini-
mal inference processes. The highest level of text representation is the situation 
model representation (i.e., mental representation of the situations described in the 
text). To construct a situation model, readers need to integrate different proposi-
tions into a coherent whole and connect them with their prior knowledge (Zwaan 
& Radvansky, 1998).

According to the construction integration framework, comprehension perfor-
mance is largely determined by the quality of the situation model representation 
because (a) comprehension tests are typically administered after a delay (instead 
of immediately following reading), and (b) surface features fade quickly from 
memory, whereas the situation model representation is relatively more resistant to 
forgetting (Jaeger, 2012; Thiede et al., 2005). Accordingly, accuracy of compre-
hension judgments should be dependent on the extent to which the cues that read-
ers use to construct their judgments appropriately reflect the quality of their 
situation model representation (Jaeger, 2012).

For the sake of brevity and following precedents (e.g., Wiley et al., 2005), we 
refer to the combination of theories of metacognitive monitoring and theories of 
comprehension as the situation-model approach to metacomprehension (SMAM). 
On the basis of SMAM, a variety of interventions have been developed to enhance 
metacomprehension accuracy, and the effectiveness of these interventions has 
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also been taken as a means to test the SMAM framework (Wiley et al., 2007). The 
most widely studied interventions include keyword generation, summary writing, 
self-explaining, and a variety of other interventions that involve concept organiza-
tion and knowledge integration processes (e.g., concept mapping).

When keywords and summaries are generated immediately after reading, they 
will mainly be extracted from the lexical-level representation because these fea-
tures are highly accessible immediately after reading (Thiede & Anderson, 2003). 
However, these features are not reflective of the situation model representation. 
Consequently, surface cues, activated by the requirement to generate immediate 
keywords or to write immediate summaries, should not be highly predictive of 
subsequent test performance, because tests on studied texts are typically adminis-
tered after a delay (Thiede et al., 2003, 2005). By contrast, keywords and sum-
maries generated after a delay will mainly be extracted from the situation model 
representation. Hence, the SMAM framework predicts that delayed keyword gen-
eration and delayed summary writing should more effectively enhance accuracy 
of comprehension judgments than immediate keyword generation and immediate 
summary writing (Thiede et al., 2005).

This prediction has been verified by many studies reporting superior monitor-
ing accuracy in delayed compared with immediate or no keyword generation con-
ditions (Chen & Li, 2008; Thiede et al., 2003; Zhang et al., 2011). Along the same 
lines, delayed summary writing has been shown to be more beneficial than imme-
diate and no summary writing (Anderson & Thiede, 2008; Thiede & Anderson, 
2003; Thiede et al., 2010; Xu & Shi, 2008).

Self-explaining is hypothesized to force readers to focus on their situation 
model representation because generating self-explanations (e.g., generating 
explanations to oneself about the logical and causal relations among idea units 
within the text) requires readers to connect different propositions, which in turn 
activates cues related to the mental model corresponding to the situations described 
in the text. Therefore, instructing readers to generate self-explanations is expected 
to increase the saliency of cues related to the situation model representation and 
in turn improve judgment accuracy. Indeed, many studies have observed that self-
explaining can enhance comprehension judgment accuracy (e.g., Fukaya, 2013; 
Griffin et al., 2008; Griffin, Wiley, et al., 2019; Jaeger, 2012; Ni & Xu, 2019).

On the basis of SMAM, other interventions, which involve cognitive processes 
of concept organization and knowledge integration, have also been developed to 
improve metacomprehension accuracy. These include concept mapping, concept 
diagram drawing, and mind mapping (Mi, 2020; Redford et al., 2012; van de Pol 
et al., 2019; van Loon et al., 2014). For instance, Redford et al. (2012) found that 
among seventh grade students who were required to construct concept maps 
before making comprehension judgments, their judgments were more accurate 
than those of other students who were not required to construct concept maps (for 
related findings, see Thiede et al., 2010).

Even though all of these findings support the SMAM framework, there are 
others which do not support or indeed even challenge it. For instance, Thule 
(2005) failed to replicate the delayed-keyword-generation effect, finding equiva-
lent levels of metacomprehension accuracy among the delayed-, immediate-, and 
no-keyword-generation groups. Jaeger (2012) found that instructing participants 



Metacomprehension Accuracy and Intervention Effectiveness

9

to generate self-explanations failed to enhance metacomprehension accuracy. 
These inconsistent findings highlight the potential value of a meta-analysis to 
resolve these uncertainties through integrating results across studies to increase 
statistical power and permit potential moderators to be evaluated.

Poor Comprehension
Dunlosky and Lipko (2007) noted that “people will have difficulties in monitor-

ing their learning and comprehension if they have minimal understanding of the 
text in the first place.” We term this explanation the poor-comprehension theory. 
Somewhat like a floor effect, it assumes that poor comprehension provides few 
valid cues to inform judgments and hence leads to poor metacomprehension accu-
racy (for related discussion, see Maki & Serra, 1992a; Weaver & Bryant, 1995).

A major prediction of this theory is that the better the comprehension, the more 
accurate the metacomprehension judgments should be. Consistent with this pre-
diction, many studies have reported a positive relationship between test perfor-
mance (a measure of text comprehension) and metacomprehension accuracy 
(Commander et al., 2014; Griffin et al., 2008; Maki, 1998a; Maki & Berry, 1984; 
Maki et al., 1994; Ni, 2019; Pilegard & Mayer, 2015; Rawson et al., 2002; 
Zabrucky et al., 2009). For instance, Maki and Serra (1992a) observed that “As 
[subjects] gained more information about texts, the correlations between predic-
tions and performance increased” (p. 6).

Individual differences findings also provide indirect support for the poor- 
comprehension theory. For instance, previous studies found that individuals with 
high working memory capacity (Chen, 2010; Chiang, 2007; Chiang et al., 2010; 
Ni, 2019), high reading ability (Ozuru et al., 2012), and high comprehension abil-
ity (Griffin et al., 2008) made more accurate comprehension judgments, and these 
individuals also performed better on criterion tests. These findings jointly imply a 
positive relationship between comprehension and metacomprehension accuracy.

However, it is worth noting that there are other findings that challenge this 
theory. For instance, Prinz et al.’s (2020a) recent meta-analysis found no relation-
ship between text difficulty and metacomprehension accuracy: More difficult texts 
(associated with poorer comprehension) did not lead to poorer monitoring accu-
racy. In addition, Lin et al. (2001) observed that metacomprehension accuracy did 
not correlate with test performance, implying that good comprehenders are not 
necessarily good monitors. Furthermore, unlike other individual differences stud-
ies (e.g., Ni, 2019), Thule (2005) documented no relationship between working 
memory capacity and metacomprehension accuracy. In brief, whether poor com-
prehension is responsible for poor metacomprehension accuracy remains unclear.

In summary, three popular frameworks (TAM, SMAM, and poor comprehen-
sion) have been proposed to explain why metacomprehension accuracy is typi-
cally poor, and although instructive, previous tests of their predictions have been 
inconclusive or even conflicting. A comprehensive meta-analysis is required to 
directly evaluate these theories.

Effectiveness of Different Interventions

Given that metacomprehension plays a critical role in text learning and that 
people are generally not very proficient at monitoring their comprehension, 
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failing to provide remedies is likely to lead to poor metacomprehension accuracy, 
inefficient regulation of study activities, and poor learning outcomes (Thiede 
et al., 2003). Therefore, many studies have sought to develop effective interven-
tions to improve metacomprehension accuracy.

Table 1 summarizes 17 categories of interventions implemented in previous 
studies, including interventions (e.g., delayed keyword generation) discussed in 
the previous section. Evaluating the effectiveness of these interventions bears 
both practical and theoretical importance. From a practical perspective, as dis-
cussed above, identifying effective interventions for enhancing metacomprehen-
sion accuracy is a promising avenue to boost text learning competence. From a 
theoretical perspective, because many interventions were motivated by different 
theoretical accounts (see the foregoing discussion for details), assessing their 
effectiveness can also help test the validity of these accounts.

Another reason why a meta-analysis is needed is that, as discussed earlier, 
previous research findings regarding the effectiveness of different interventions 
are inconsistent, which is unhelpful for practitioners. In addition, it is reasonable 
to assume that not all interventions are equally effective to boost monitoring accu-
racy, hence it is also important to determine which ones are most effective (and 
under what circumstances). This important question has been underexplored in 
previous research, with a few exceptions (e.g., Griffin et al., 2008). Another 
equally (if not more) important question is whether different interventions can be 
combined to produce additive benefits to enhance metacomprehension accuracy, 
and this question has also been underexplored (Griffin, Wiley, et al., 2019).

Rationale of the Present Meta-Analysis

Even though hundreds of metacomprehension studies have been conducted 
over the past four decades, only three meta-analyses have been reported. The first 
was conducted by Fukaya (2010), was published more than 10 years ago, is not 
available in English, and included only 39 studies. Two more recent meta- 
analyses were undertaken by Prinz et al. (2020a, 2020b), including more recent 
studies and larger data sets (k = 145 effects extracted from 66 studies in Prinz 
et al., 2020a, and k = 28 from 17 studies in Prinz et al., 2020b). The present meta-
analysis integrates a much larger data set than either used by Prinz et al. (2020a, 
2020b). Specifically, k = 508 effects (data from 15,889 participants extracted 
from 115 studies) were included here. Note that the studies in Prinz et al.’s (2020a, 
2020b) meta-analyses were also included in the present one, except for a few that 
did not report sufficient data for computing the variances of MCs (e.g., Rawson 
et al., 2000). A possible explanation for the substantial difference in the numbers 
of included effects is that Prinz et al. searched only 3 electronic databases to iden-
tify eligible studies, whereas we searched 30 electronic databases in the present 
meta-analysis to ensure comprehensiveness. Such a large data set should enable 
the present meta-analysis to generate more robust results and produce more reli-
able conclusions.

It is also noteworthy that in the present meta-analysis we evaluated 17 different 
types of interventions, compared with the 7 examined by Prinz et al. (2020b). In 
addition, we assessed the impact of intervention combinations, which Prinz et al. 
(2020b) were unable to do with their small sample. Prinz et al. (2020a) focused on 
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TABLE 1

Interventions implemented in previous studies

Intervention Description Sample reference(s)

Analogy provision Participants read texts with analogies 
(e.g., an analogy about how computers 
process information, presented in 
a text describing how the human 
mind processes information). In the 
nonintervention condition, participants 
read texts without analogies.

Wiley et al. (2018)

Concept mapping/
concept diagram 
completion/concept 
diagram drawing/
graph drawing/mind 
mapping

After or during reading, participants 
draw concept maps, complete concept 
diagrams, draw concept diagrams, 
draw graphs, or create mind maps to 
organize the key ideas stated in the 
text. In the nonintervention condition, 
participants do not perform such tasks.

Redford et al. (2012), 
van Loon et al. 
(2014)

Question generation Participants are instructed to generate 
several questions about the text during 
or after reading. In the nonintervention 
condition, participants do not do so.

Bugg and McDaniel 
(2012)

Keyword interventions
 Delayed keyword 

generation
Participants generate several keywords 

to capture the essence of the texts 
after reading all texts. In the 
nonintervention condition, they do not 
generate keywords.

Thiede et al. (2012), 
Waldeyer and 
Roelle (2020)

 Immediate keyword 
generation

Participants generate several keywords 
to capture the essence of the texts 
immediately after reading each text. 
In the nonintervention condition, they 
do not generate keywords.

de Bruin et al. 
(2011), Thiede 
et al. (2005)

 Keyword reading Participants read keywords provided 
by the experimenter after reading 
the texts. In the nonintervention 
condition, participants do not read 
keywords.

Chen and Li (2008)

Letter deletion Participants read texts in which letters 
of some words are deleted. In the 
nonintervention condition, participants 
read intact texts.

Ikeda and Kitagami 
(2012), Maki et al. 
(1990)

Rereading after a 
short delay

Participants reread the studied 
texts after a short delay. In the 
nonintervention condition, participants 
only read the texts once.

Rawson et al. (2000)

(continued)
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Intervention Description Sample reference(s)

Summary interventions
 Delayed summary 

writing
Participants generate a summary 

to capture the gist of the text 
after reading all texts. In the 
nonintervention condition, participants 
do not generate summaries.

Anderson and Thiede 
(2008), Thiede 
et al. (2010)

 Immediate 
summary writing

Participants generate a summary 
to capture the gist of the text 
immediately after reading each 
text. By comparison, participants 
do not generate summaries in the 
nonintervention condition.

Thiede and Anderson 
(2003)

Self-explaining While reading each text, participants 
generate explanations to themselves 
about the meaning and relevance 
of each sentence or paragraph to 
the overall purpose of the text, or 
what new information the just-read 
sentence or paragraph conveys. In the 
nonintervention condition, participants 
do not generate self-explanations.

Fukaya (2013), 
Jaeger (2012)

Test expectancy interventions
 Consistent 

expectancy
Participants are preinformed about 

the nature of the criterion test 
(e.g., whether it is a memory or 
inference test), and their expectancy 
is consistent with the criterion test. 
In the nonintervention condition, 
participants are not directly informed 
how they will be tested and what will 
be evaluated in the criterion test.

Thiede et al. (2011)

 Inconsistent 
expectancy

Participants are preinformed about the 
nature of the criterion test, but their 
expectancy is inconsistent with the 
criterion test. In the nonintervention 
condition, participants are not directly 
informed how they will be tested  
and what will be evaluated in the 
criterion test.

Griffin, Wiley, et al. 
(2019)

Test interventions
 Practice tests After reading but before making 

judgments, participants undertake 
practice tests on the studied texts. 
In the nonintervention condition, 
participants do not take practice tests.

Little and McDaniel 
(2015), Maki and 
Serra (1992b)

TABLE 1 (continued)

(continued)
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Intervention Description Sample reference(s)

 Reading questions 
and answers

After reading but before making 
judgments, several questions and 
their corresponding answers are 
presented for participants to read. 
In the nonintervention condition, no 
questions and answers are provided.

Chen and Li (2008), 
Wang (2015)

Intervention 
combinations

Participants receive at least two kinds of 
interventions. In the nonintervention 
condition, participants do not receive 
any interventions.

Griffin, Wiley, et al. 
(2019), Martin 
et al. (2016)

Other interventions Other kinds of interventions which 
received fewer than five explorations 
(e.g., motivation manipulation, 
highlighting, think about the text, 
rereading after a long delay, and so on).

Linderholm et al. 
(2012), Poulin 
(2013)

TABLE 1 (continued)

moderators of metacomprehension accuracy (e.g., text difficulty, length, genre) 
and did not evaluate interventions. As shown below, because they included effects 
from both intervention and nonintervention studies, their meta-analytic estimate 
noted previously (MC = .24) cannot be taken as an estimate of metacomprehen-
sion accuracy under standard nonintervention conditions.

Overall, many key questions about metacomprehension accuracy and how to 
improve it have not been fully answered in previous meta-analyses. The aim of 
the present meta-analysis is to address these questions.

Research Questions and Overview of the Present Meta-Analysis

In this meta-analysis we aim to address three major questions concerning 
metacomprehension accuracy: (a) To what extent is metacomprehension accurate 
in standard (nonintervention) conditions? (b) What are the mechanisms responsi-
ble for poor metacomprehension accuracy? and (c) What interventions (both indi-
vidually and in combination) are effective in improving metacomprehension 
accuracy?

Metacomprehension Accuracy in Standard Nonintervention Conditions
As discussed above, metacomprehension accuracy has been estimated in a few 

previous reviews. Maki (1998c) and Dunlosky and Lipko (2007) reported that the 
average correlation calculated across studies conducted in their laboratories was 
.27, the same figure obtained by Thiede et al. (2009), who averaged intraindivid-
ual correlations across studies published before 2009. We note that these reviews 
did not incorporate meta-analytic methods to integrate research results. In addi-
tion, as shown in Thiede et al.’s (2009, p. 89) Table 1, these estimates were calcu-
lated on the basis of results from both nonintervention and intervention studies. It 
is possible that MC = .27 might overestimate metacomprehension accuracy in 
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standard nonintervention situations because, as shown later, many interventions 
implemented in previous studies effectively enhanced monitoring accuracy.

The same limitation applies to Prinz et al.’s (2020a, p. 7) meta-analysis, which 
also synthesized intervention effects. Specifically, even though Prinz et al. (2020a) 
endeavored to include only nonintervention effects in their meta-analysis, some of 
their effects in fact came from intervention conditions. For instance, Prinz et al.’s 
meta-analysis included studies in which participants were explicitly informed 
about the nature of the upcoming tests before making their comprehension judg-
ments, and participants’ test expectancy was consistent with the criterial tests (see 
Prinz et al., 2020a, Table 1). Previous studies have found that inducing consistent 
test expectancy is an effective intervention to boost metacomprehension accuracy 
(e.g., Griffin, Wiley, et al., 2019; Thiede et al., 2011), and the power of the test 
expectancy manipulation was reconfirmed by Prinz et al.’s (2020b) subsequent 
meta-analysis as well as the present one.

It is not clear why Prinz et al. treated test expectancy manipulation as an inter-
vention in one meta-analysis (see Prinz et al., 2020b, Table 1) but not another (see 
Prinz et al., 2020a, Table 1). Whatever the rationale, the consequence is that the 
weighted MC of .24 observed by Prinz et al. (2020a) is likely to overestimate 
metacomprehension accuracy in standard nonintervention situations. If the goal is 
to estimate metacomprehension accuracy under standard conditions, intervention 
effects must be excluded.

In summary, it remains largely unknown to what extent metacomprehension is 
accurate in nonintervention conditions, and the first aim of the present meta- 
analysis is to fill this gap.

Mechanisms Underlying Poor Metacomprehension Accuracy
As discussed earlier, a variety of theories have been proposed to account for 

why people are not proficient at monitoring their comprehension, but previous 
findings on this important issue are inconsistent. Hence, the second aim of the 
present meta-analysis is to uncover the (meta)cognitive underpinnings of poor 
metacomprehension accuracy.

The TAM theory hypothesizes that poor metacomprehension derives from 
mismatch in contexts or processes between judgments and tests (Dunlosky et al., 
2011; Wang, 2015). We test the TAM theory by asking whether test expectancy 
consistency moderates metacomprehension accuracy. TAM predicts superior 
accuracy in consistent expectancy conditions (when the expected test and the cri-
terion test are consistent) and lower accuracy in inconsistent expectancy condi-
tions (when the expected and the criterion test mismatch).

A variety of interventions have been developed on the basis of the SMAM 
framework, such as delayed keyword generation, delayed summary writing, self-
explaining, and concept mapping (Wiley et al., 2007). Given that previous studies 
have reported inconsistent findings about the effectiveness of these interventions, 
the high statistical power achieved in the present meta-analysis provides an 
opportunity to resolve these divergences and to test the SMAM framework.

The poor-comprehension theory assumes that weak metacomprehension accu-
racy results from poor comprehension and predicts a positive correlation between 
metacomprehension accuracy and level of text comprehension. To test this 
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prediction, we take test performance as an index of comprehension to determine 
the relationship between metacomprehension accuracy and test performance 
(Yang et al., 2020).

The logic of taking test performance as an index of comprehension is straight-
forward: the better the level of comprehension, the superior the test performance. 
Indeed, in almost all previous studies, test performance was taken as the objective 
measure of comprehension. It should be acknowledged that test performance is an 
imperfect measure of comprehension, because, besides comprehension, other fac-
tors that varied across studies might also affect test performance, such as test 
format and study-test interval. Later we explain how these issues are mitigated in 
the present meta-analysis.

Effectiveness of Different Interventions
As discussed above, identifying effective interventions to enhance metacom-

prehension accuracy is critical for enhancing text learning. It is hence important 
to determine which interventions are effective and which are not and, of those that 
are effective, what their relative degree of enhancement is. Furthermore, whether 
different interventions can be combined to produce additive benefits needs to be 
determined. To investigate these questions, a multilevel multivariate random-
effects meta-regression analysis was performed to measure and compare the 
effectiveness of each intervention.

Method

Literature Search

To obtain a comprehensive set of eligible studies, we conducted a systematic 
search in 30 electronic databases, including Web of Science, ProQuest (composed 
of 26 databases, including PsychArticles, PsychInfo, Psychology Database, 
Education Database, ProQuest Dissertations & Theses Global Database, Ebook 
Central, Business Market Research Collection, and others), China National 
Knowledge Infrastructure, Wanfang Database, and Google Scholar. The search 
string was [metacomprehension OR meta-comprehension OR judgment* of com-
prehension OR comprehension judgment* OR calibration of comprehension]. In 
addition, the reference lists of 21 review articles identified in the search process 
were screened for additional studies (e.g., Dunlosky & Lipko, 2007; Griffin, 
Mielicki, et al., 2019; Lin & Zabrucky, 1998; Prinz et al., 2020a; Thiede et al., 
2009; Wiley et al., 2005; Yan & Huo, 2013).

Inclusion and Exclusion Criteria

1. Because the main focus of the present meta-analytic review is metacom-
prehension accuracy of text learning, only studies using text materials as 
their principal stimuli were included. Studies that measured metacompre-
hension accuracy of other types of materials (such as lecture videos, chess 
endgames, and single sentences) were excluded (e.g., de Bruin et al., 
2007). A few studies inserted decorative or supportive images or pictures 
into texts to explore their effects on metacomprehension accuracy. Such 
studies or effects were excluded to maintain a focus on metacomprehen-
sion accuracy for plain texts.
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2. Only empirical studies reporting intraindividual correlations were 
included. Studies using other techniques, such as the error detection para-
digm (e.g., Zabrucky & Moore, 1994), were excluded. In addition, those 
only reporting absolute but not relative accuracy were excluded (e.g., 
Lauterman & Ackerman, 2014).

3. Only studies measuring accuracy of prospective judgments were included. 
Studies that measured accuracy of retrospective judgments (e.g., confi-
dence judgments about answer correctness) were excluded.

4. Studies reporting insufficient data for effect size calculation were excluded 
(e.g., Ackerman & Goldsmith, 2011; Rawson et al., 2000).

5. Studies recruiting participants with neurological diseases or physical dis-
abilities (e.g., hearing impairments) were excluded. It should be noted that 
the meta-analysis included studies from four age groups: elementary chil-
dren, secondary school adolescents, young adults, and older adults. We 
did not limit the samples to young adults, because including a larger set of 
studies permitted the present meta-analysis to achieve greater statistical 
power and more reliable results. In addition, we included participant sam-
ple as a control variable to mitigate potential confounding effects (see the 
Supplemental Information for detailed results related to participant 
sample).

6. Most previous studies asked participants to make global judgments for 
entire texts, with only a few instructing participants to provide item- 
specific judgments (e.g., Dunlosky, Rawson, & Hacker, 2002). Given that 
the number of available effects for item-specific judgments was too small 
to generate a reliable conclusion, results of item-specific judgments were 
excluded to focus on standard global judgments.

7. Studies involving different experimental design methods were included, 
such as randomized controlled trial studies (e.g., Thule, 2005), quasi-
experimental studies (e.g., Thiede et al., 2012), within-subjects design 
studies (e.g., Anderson & Thiede, 2008), and nonintervention studies (e.g., 
Commander et al., 2014). In the present meta-analysis we took experi-
mental design as a control variable to mitigate potential confounding 
effects, and the corresponding results are reported in the Supplemental 
Information.

8. Given our language proficiency, only English and Chinese studies were 
considered.

The screening procedure and results are depicted as a flowchart in Figure 1.

Data Extraction, Coding, and Analysis Methods

The first author and a research assistant independently performed data extrac-
tion and moderator coding. The research assistant was trained at the beginning of 
the project. All divergences were settled through discussion.

Metacomprehension accuracy was calculated as MCs, and their variances were 
calculated using the formula:
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V SE
SD

NMC MC= =2
2

 (1)

where VMC is the variance of the mean of intraindividual correlations, SEMC 
is the standard error of MC, and SD is the standard deviation of the observed 
intraindividual correlations. If SD or SE was not reported in a given study, VMC 
was calculated from other reported measures such as t and N (Borenstein 
et al., 2009).

To assess intervention effectiveness, we coded the effects into 18 categories, 
including nonintervention effects and those from the 17 intervention categories 

FIGURE 1. Flowchart depicting the article screening results.
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(see Table 1 for details). We note that for interventions that have been tested in 
fewer than five studies (i.e., k ≤ 5), they were combined into a single category to 
boost the reliability of the effect size estimates. For instance, concept mapping, 
concept diagram completion, concept diagram drawing, graph drawing, and mind 
mapping were combined into a single category because these interventions share 
similar mental processes (e.g., concept organization and knowledge integration), 
and each of them has been studied in few (≤5) experiments.

To assess the poor-comprehension theory, test performance corresponding to 
each MC was extracted from the original reports. Note that for k = 70 effects, test 
performance was not reported, making it difficult to include them in a multilevel 
multivariate random-effects meta-regression analysis. To solve this problem, we 
implemented a linear interpolation method to estimate missing test performance 
scores (Noor et al., 2015). Specifically, we first conducted a multilevel random-
effects meta-regression analysis on the other k = 432 effects to obtain the inter-
cept and regression slope between test performance and MCs; then we imputed 
the missing test scores for the remaining k = 70 effects.

We scored potential risks for bias in the included studies. According to the 
Cochrane Risk of Bias 2 tool (Sterne et al., 2019) and the What Works 
Clearinghouse Study Review Guide (Version 4.1), we coded three bias variables: 
(a) bias arising from the randomization process (low vs. high); (b) bias due to 
missing outcome data, which was coded according to attrition rates: low (no attri-
tion) versus concern (overall attrition rate < 10% and differential attrition rate < 
10%) versus high (overall attrition rate ≥ 10% or differential attrition rate ≥ 
10%); and (c) bias in selection of the reported result, which was coded according 
to baseline equivalence: low (balanced baseline or no need of baseline balancing) 
versus concern (baseline equivalence information was not reported) versus high 
(imbalanced baseline between groups in any characteristics, such as gender, age, 
working memory capacity, reading ability, and others).2

It is common that a metacomprehension study was composed of several exper-
iments, and each experiment included several intervention and control groups 
(e.g., Griffin, Wiley, et al., 2019). Hence, some effects were extracted from the 
same studies and populations. To mitigate the influence of dependencies among 
effects, all meta-analyses were performed using multilevel random-effects mod-
els via the R metafor package (Pastor & Lazowski, 2018; Van Den Noortgate & 
Onghena, 2003), except where stated otherwise.

Results

In total, 115 studies were identified as eligible (marked with an asterisk in the 
references). From these studies, k = 502 effects based on data from 15,889 par-
ticipants were extracted.

The “Results” section is organized as follows. We first report results on the 
extent to which metacomprehension is accurate, especially its accuracy under 
standard nonintervention conditions. Then, we report the results of a multilevel 
multivariate random-effects meta-regression analysis to investigate the effective-
ness of different interventions and to quantify the relationship between metacom-
prehension accuracy and test performance. In this meta-regression analysis, a 
variety of other variables (such as participant sample, test format, and study-test 
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interval) were included to control their potential confounding effects. Next, we 
assess risks for bias. Finally, we report the findings from six methods to determine 
whether the included studies reveal signals of publication bias.

Metacomprehension Accuracy

A multilevel random-effects meta-analysis showed that across the k = 502 
effects, the weighted MC was .242 (95% confidence interval [CI] = .220–.265,  
p < .001), indicating that although metacomprehension is somewhat accurate, its 
level is far from impressive. To put this MC value into perspective, it implies that 
a 1-SD increase in comprehension judgments is associated with an increase of 
about 0.24 SDs in actual comprehension and that actual comprehension only 
accounts for about R2 = 5.9% of the variance in comprehension judgments. The 
correlation accuracy simulation described in the introduction showed that the 
accuracy value corresponding to MC = .242 is about 56.1%, which is barely bet-
ter than a coin toss (50%).

Heterogeneity among the effects was substantial, Q(501) = 3,279, p < .001, 
indicating the need to explore potential moderators of the overall effect. The 
weighted MC of .242 is similar to the values estimated by other reviews (e.g., 
Maki, 1998c), but it might overestimate normal accuracy because it was gener-
ated from a combination of nonintervention and intervention effects. In addition, 
as shown in Figure 2A, the density distribution of the effects is somewhat right 
skewed (skewness = 0.065). A possible explanation for the skewness is that the 
included effects came from two distinct subsamples: intervention and noninter-
vention studies. Indeed, as shown in Figure 2B, intervention MCs tended to be 
larger overall than nonintervention ones.

A multilevel random-effects meta-regression analysis was conducted to deter-
mine whether nonintervention and intervention effects differed from each other 

FIGURE 2. (A) Density distribution of all effects and (B) separate density distributions 
for intervention and nonintervention effects. 
Note. See the online version of the journal for a color version of this figure.
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and to what extent metacomprehension is accurate in standard nonintervention 
circumstances. The results showed that nonintervention and intervention effects 
were heterogeneous, Q(1) = 259, p < .001, with intervention effects (k = 259, 
MC = .332 [95% CI = .309–.356], p < .001) larger than nonintervention effects 
(k = 243, MC = .178 [95% CI = .155–.200], p < .001). As shown in Figure 2B, 
when nonintervention and intervention effects are separated, their distributions 
are approximately symmetric.

Of considerable importance, the weighted MC of .178 for standard noninter-
vention effects is smaller than the estimates reported in previous reviews (e.g., .24 
reported by Prinz et al., 2020a), as reflected by the upper bound (.200) of its 95% 
CI. It equates to accuracy of 54.5% according to the simulation described previ-
ously. Such poor accuracy in standard conditions further highlights the necessity 
for exploring its (meta)cognitive causes and identifying effective interventions.

Multilevel Multivariate Random-Effects Meta-Regression Analysis

A multilevel multivariate random-effects meta-regression analysis was per-
formed to assess the effectiveness of different interventions and to determine the 
relationship between comprehension performance and metacomprehension accu-
racy. In this analysis, participant sample (e.g., elementary children, middle school 
students, high school students, young adults, and older adults), test format (e.g., 
recall tests, recognition tests), study-test interval (e.g., no interval, interval), cor-
relation type (e.g., G correlation, Pearson r correlation, point-biserial correlation), 
and design quality (e.g., quasi-experimental, randomized controlled trial, within-
subjects, noninterventional design) were included to control their potential con-
founding effects (see the Supplemental Information for details about the coding 
procedures of these variables). Because these variables were not the focus of our 
research interest and for the sake of brevity, their corresponding results are 
reported in the Supplemental Information.

Besides these controlled variables, the meta-regression analysis also included 
bias from missing outcome data as a control variable. As we will show, this vari-
able also accounted for some of the heterogeneity among the effects.

The multilevel multivariate random-effects meta-regression analysis showed 
that nonintervention effects and those from the 17 intervention categories were 
heterogeneous, Q(17) = 430, p < .001. Table 2 lists the difference in MC between 
each intervention category and nonintervention effects. The differences in MCs 
between intervention and nonintervention effects represent the influence of each 
intervention on metacomprehension accuracy, with a positive value representing 
an enhancing effect and a negative value indicating a detrimental effect.

Test Expectancy Manipulation
We first report results about the effectiveness of test expectancy manipula-

tions. Recall that the TAM theory predicts more accurate monitoring when the 
expected and actual tests are consistent than when they are inconsistent or when 
participants have no specific expectancy about the type of test in standard nonin-
tervention conditions.

Consistent with these predictions, the meta-analysis showed greater accuracy 
when test expectancy was consistent than in nonintervention conditions overall 
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(in which no test expectancy manipulation was implemented) (difference in  
MC = .090, z = 2.67, p = .008). In addition, inconsistent test expectancy effects 
were associated with lower monitoring accuracy than in nonintervention condi-
tions overall (difference in MC = −.117, z = −2.34, p = .019). Furthermore, 
monitoring accuracy was better when test expectancy was consistent with the 
criterion test compared to when it was inconsistent (difference in MC = .207,  
z = 4.38, p < .001). These findings jointly support the TAM theory.

Keyword Interventions
Studies have implemented three kinds of keyword interventions: delayed key-

word generation (generating keywords after reading all texts), immediate key-
word generation (generating keywords immediately after reading each text), and 

TABLE 2

Multilevel multivariate meta-regression analysis results for different interventions

Intervention

Difference from nonintervention effects

k Difference 95% CI z p

Analogy provision 6 .010 −.098 to .118 0.18 .855
Concept mapping/concept 

diagram completion/concept 
diagram drawing/graph 
drawing/mind mapping

11 .196 .131 to .262 5.89 <.001

Keyword interventions
 Delayed keyword generation 40 .184 .147 to .220 9.87 <.001
 Immediate keyword generation 17 .009 −.037 to .054 0.37 .710
 Keyword reading 6 −.096 −.192 to .000 −1.96 .050
Letter deletion 7 .112 .022 to .202 2.43 .015
Question generation 7 .042 −.057 to .141 0.83 .4.06
Rereading after a short delay 22 .063 .015 to .111 2.56 .010
Self-explaining 7 .179 .110 to .248 5.08 <.001
Summary interventions
 Delayed summary writing 9 .210 .164 to .255 9.00 <.001
 Immediate summary writing 9 .030 −.019 to .080 1.21 .225
Test expectancy interventions
 Consistent expectancy 8 .090 .024 to .157 2.67 .008
 Inconsistent expectancy 6 −.117 −.214 to –.019 −2.34 .019
Test interventions
 Practice tests 47 .169 .131 to .208 8.61 <.001
 Reading questions and answers 6 −.095 −.196 to .006 −1.85 .065
Intervention combinations 30 .316 .269 to .362 13.25 <.001
Other interventions 21 .023 −.012 to .058 1.30 .194

Note. k = number of effects.
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keyword reading (reading keywords provided by the experimenter). Keyword 
reading was typically implemented as a comparison intervention to determine 
whether active keyword generation is necessary to boost monitoring accuracy 
(e.g., Thiede et al., 2005).

The meta-analysis showed that delayed keyword generation produced a statis-
tically detectable enhancement compared with nonintervention effects (difference 
in MC = .184, z = 9.87, p < .001). By contrast, immediate-keyword-generation 
failed to enhance metacomprehension accuracy relative to nonintervention effects 
(difference in MC = .009, z = 0.37, p = .710). Surprisingly, keyword reading 
seemed to produce poorer accuracy over nonintervention effects (difference in 
MC = −.096, z = −1.96, p = .050).3

Importantly, metacomprehension judgments were more accurate in the 
delayed-keyword-generation condition than in the immediate-keyword-generation 
condition (difference in MC = .175, z = 7.38, p < .001), supporting the main 
proposal of the SMAM framework. Delayed keyword generation also produced 
superior monitoring accuracy than keyword reading (difference in MC = .280,  
z = 5.74, p < .001), confirming that active keyword generation is required to 
improve metacomprehension accuracy, compared with passive reading of experi-
menter-provided ones.

Summary Interventions
Studies have implemented summary-writing interventions at different time 

points: immediate summary writing (writing a summary immediately after read-
ing each text) versus delayed summary writing (writing a summary for each text 
after reading all texts). According to the SMAM framework, delayed should be 
more beneficial than immediate summary writing.

Indeed, the meta-analysis showed that delayed summary writing produced a 
statistically detectable enhancement over nonintervention effects (difference in 
MC = .210, z = 9.00, p < .001). By contrast, the enhancement effect for immedi-
ate summary writing over nonintervention effects was not statistically detectable 
(difference in MC = .030, z = 1.21, p = .225). More importantly, metacompre-
hension judgments were more accurate in the delayed- than in the immediate-
summary-writing condition (difference in MC = .179, z = 6.88, p < .001). Thus, 
delayed summary writing, but not immediate summary writing, is beneficial for 
improving metacomprehension accuracy, a finding in line with the SMAM 
framework.

Self-Explaining
Glenberg and Epstein (1985) assumed that “subjects may accurately assess the 

number of isolated facts or propositions from the text in memory, but fail to con-
sider relations among the propositions.” Studies have suggested that instructing 
participants to generate self-explanations (e.g., generating explanations to oneself 
about what new information the just-read sentence or paragraph conveys) enables 
them to develop a more complete situation model representation (Chi, 2000; Chi 
et al., 1994). In addition, because self-explaining enhances the salience of cues 
related to the situation model representation, it is also expected to boost metacom-
prehension accuracy (Griffin et al., 2008).
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Consistent with previous research (e.g., Baker, 2008; Chen, 2010; Fukaya, 
2013; Griffin et al., 2008; Ni, 2019; Ni & Xu, 2019), the meta-analysis showed 
that self-explaining produced more accurate comprehension judgments than the 
average of nonintervention effects (difference in MC = .179, z = 5.08, p < .001), 
again supporting the main proposal of the SMAM framework.

Concept Mapping, Concept Diagram Completion, Concept Diagram Drawing, 
Graph Drawing and Mind Mapping

A variety of mapping and drawing interventions have been administered, 
including concept mapping, concept diagram completion, concept diagram draw-
ing, graph drawing, and mind mapping. According to the SMAM framework, to 
construct a concept map or diagram, readers must identify connections among 
different idea units stated in the text (Ainsworth & Th Loizou, 2003), which then 
activate cues related to the situation model representation and promote judgment 
accuracy (Redford et al., 2012). We found that these mapping and drawing inter-
ventions indeed produced superior monitoring accuracy than nonintervention 
effects on average (difference in MC = .196, z = 5.89, p < .001), supporting the 
SMAM framework.

Rereading After a Short Delay
Rereading after a short delay is another widely studied intervention. Rawson 

et al. (2000) proposed that during the initial reading phase, learners may mainly 
engage in surface or text level processing. In contrast, when they are allowed to 
reread a text after a short delay, more resources will be allocated to constructing a 
situation model to represent the text (Millis et al., 1998). Hence, on the basis of 
the SMAM framework, Rawson et al. expected that rereading after a short delay 
should enhance metacomprehension accuracy. Their results supported their 
expectation by showing more accurate comprehension judgments when partici-
pants reread all texts after a short delay than when they were only allowed to read 
each text once (for related findings, see Dunlosky & Rawson, 2005; Griffin et al., 
2008). However, it should be noted that Chiang et al. (2010) found no enhance-
ment effect of rereading after a short delay on metacomprehension accuracy (for 
related findings, see Wang, 2015).

The present meta-analysis integrated dozens of effects for rereading after a 
short delay and revealed a small but statistically detectable enhancing effect of 
this intervention over nonintervention effects (difference in MC = .063, z = 2.56, 
p = .010). Again, this finding is consistent with the SMAM framework.

Noteworthy is that the time point of rereading might moderate its effect on 
metacomprehension accuracy. Millis et al. (1998) found that rereading increased 
integration of text propositions when the interval between initial reading and 
rereading was short (i.e., when participants reread the texts after they read all of 
them), but rereading failed to enhance integration when the interval was long (i.e., 
when participants reread the texts one week later). Most studies administered 
rereading after a short delay. For instance, researchers instructed participants to 
reread the texts after they read each text (Jiang, 2017), after they read all texts 
(Rawson et al., 2000), or after they completed a brief (6-minute) filler task (Serra, 
2007). Only Dunlosky and Rawson (2005) included a long (1-week) interval 
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between initial reading and rereading, and they observed that rereading after a 
short delay enhanced metacomprehension accuracy while rereading after a long 
delay did not. (Data from Dunlosky and Rawson’s [2005] long-delay condition 
were excluded from the analysis reported earlier and were instead allocated to an 
other interventions category [see later discussion].)

Test Interventions
Undertaking a practice test before making comprehension judgments is 

expected to improve metacomprehension accuracy in a range of ways (Glenberg 
& Epstein, 1985). For instance, the experience of taking practice tests may induce 
awareness of the gap between perceived and actual learning, and practice test 
performance may provide informative feedback to bring judgments and test per-
formance into closer alignment (Dunlosky, Rawson, & McDonald, 2002; Kelemen 
et al., 2007). Inferential questions presented in practice tests may make cues 
related to the situation model available, in turn improving judgment accuracy 
(Glenberg & Epstein, 1985). In addition, practice tests may inform participants 
about the nature of the upcoming test (i.e., inducing an expectancy about the cri-
terion test), and as shown earlier, consistent test expectancy boosts monitoring 
accuracy. Consistent with these assumptions, the meta-analysis showed that prac-
tice tests enhanced monitoring accuracy over nonintervention effects (difference 
in MC = .169, z = 8.61, p < .001).

In addition to exploring the effects of practice tests on monitoring accuracy, 
some studies also included another group of participants who were provided with 
test questions and answers to read before making their judgments (e.g., Wang, 
2015). These groups were included to determine whether simply reading test 
questions and answers without the requirement to actively generate answers to 
test questions is sufficient to enhance monitoring accuracy. The answer is nega-
tive: the difference in MC between reading questions and answers and noninter-
vention effects was not statistically detectable (difference in MC = −.095,  
z = −1.85, p = .065). Critically, practice tests produced a larger benefit than read-
ing questions and answers (difference in MC = .264, z = 5.15, p < .001). Overall, 
these findings imply that covertly answering practice questions, but not passively 
reading questions and answers, boosts metacomprehension accuracy.

Letter Deletion
Maki et al. (1990) hypothesized that deeper levels of text processing should 

increase the relationship between judgments and test performance. Specifically, 
Maki et al. suggested that

If subjects are more active in their reading, as they must be in order to figure out words 
with deleted letters, then they should also develop a better idea of which facts will be 
accessible on the test and which will not be accessible. (p. 610)

Therefore, Maki et al. expected that reading texts with deleted letters might 
produce more accurate judgments than reading intact texts, because letter deletion 
should induce deeper processing.
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Maki et al.’s (1990) results supported their prediction by showing that letter 
deletion improved judgment accuracy (for related findings, see Rawson & 
Dunlosky, 2002). However, Ikeda and Kitagami (2012) failed to detect an over-
all beneficial effect of letter deletion on metacomprehension accuracy. 
Consistent with Maki et al., the present meta-analysis revealed an enhancing 
effect of letter deletion over nonintervention effects (difference in MC = .112, 
z = 2.43, p = .015).

Question Generation
Ide (2010) proposed that having readers generate questions about studied texts 

should induce more elaborative processing and increase the number of cues rele-
vant to mastery of studied texts, which should in turn lead to more accurate judg-
ments. However, their results ran counter to their expectation by showing minimal 
influence of question generation on monitoring accuracy. By contrast, Zeng 
(2009) observed that question generation enhanced monitoring accuracy.

The present meta-analysis showed that the effect of question generation on 
monitoring accuracy was not statistically detectable (difference in MC = .042, 
z = .83, p = .406), reflecting limited value of question generation as a means of 
improving metacomprehension accuracy.

Analogy Provision
Providing analogies can either enhance or impair metacomprehension accu-

racy (Wiley et al., 2018). From a negative perspective, texts with analogies are 
typically perceived as more interesting and easier to understand than ones without 
analogies (Jaeger & Wiley, 2015). Hence, analogies may induce readers to rely 
heavily on misleading feelings of familiarity and processing fluency (i.e., ease of 
processing), at the cost of focusing less on their true mastery when making judg-
ments (Jaeger & Wiley, 2010; Maki & Serra, 1992a; Rawson & Dunlosky, 2002; 
Serra & Dunlosky, 2010; Vössing & Stamov-Roßnagel, 2016). Therefore, anal-
ogy provision may yield poorer monitoring accuracy. By contrast, from a positive 
perspective, analogical examples may prompt readers to consider how the main 
concepts included in the text relate to those examples, and hence analogy provi-
sion may stimulate readers to identify more predictive cues relevant to their com-
prehension judgments, leading to superior monitoring accuracy (Ainsworth & Th 
Loizou, 2003; Jaeger, 2012).

Wiley et al. (2018) recently demonstrated that analogy provision had minimal 
influence on metacomprehension accuracy. Their main findings were reconfirmed 
in our meta-analysis, which revealed that analogy provision did not reliably affect 
metacomprehension accuracy (difference in MC = .010, z = 0.18, p = .855).

Intervention Combinations
As discussed above, many interventions (though by no means all) are effective 

in enhancing metacomprehension accuracy when they are implemented individu-
ally. Some studies have also combined two or more interventions simultaneously 
to measure their joint influence (e.g., Griffin, Wiley, et al., 2019; Martin et al., 
2016). In these studies, participants in the experimental condition received more 
than one kind of intervention, such as rereading plus self-explaining (Chen, 2010), 
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delayed keyword generation plus collaborative learning (Pao, 2014), test expec-
tancy manipulation plus self-explaining (Griffin, Wiley, et al., 2019), and so on 
(Martin et al., 2016). These effects were classified into a single category, interven-
tion combinations, as each of these combinations has been exposed to few 
investigations.

As shown in Table 2, monitoring accuracy for intervention combinations is 
greater than that for nonintervention effects (difference in MC = .316, z = 13.25, 
p < .001), suggesting that combining different interventions can facilitate meta-
comprehension accuracy. To further explore whether combinations are more 
effective than individual interventions, the k = 502 effects were reclassified into 
three categories: control (without any intervention), single interventions (with a 
single kind of intervention implemented), and intervention combinations (with 
more than one kind of intervention implemented). A new multilevel multivariate 
random-effects meta-regression analysis showed statistically detectable heteroge-
neity among the three categories, Q(2) = 202, p < .001. Critically, although both 
single interventions (difference in MC = .101, z = 9.56, p < .001) and interven-
tion combinations (difference in MC = .299, z = 12.94, p < .001) improved 
judgment accuracy, intervention combinations were more effective than single 
interventions (difference in MC = .198, z = 8.92, p < .001).

Overall, these findings imply that greater enhancement in metacomprehension 
accuracy can be achieved when different interventions are combined and that 
combinations of interventions generate additive benefits compared with simply 
implementing them individually.

Other Interventions
Several other interventions have been investigated in small numbers (fewer 

than five) of studies, such as motivation manipulation (Linderholm et al., 2012), 
expectancy of self-explaining (Fukaya, 2013), highlighting (Gier et al., 2009), 
and rereading after a long delay (Dunlosky & Rawson, 2005). These were com-
bined into an other interventions category. They did not yield a statistically detect-
able effect on metacomprehension accuracy over nonintervention effects 
(difference in MC = .023, z = 1.30, p = .194). Readers are warned to be cautious 
when interpreting these results because the interventions included in the other 
interventions category were somewhat heterogeneous.

Comprehension Level (Test Performance)
The results from the multilevel multivariate random-effects meta-regression 

analysis showed a positive relationship between test performance and metacom-
prehension accuracy (b = 0.298 [95% CI = 0.246–0.350], z = 11.25, p < .001) 
(see Figure 3), indicating that every increase of 10% in test performance increases 
the MC by .030.

The foregoing finding should be interpreted cautiously because, as explained 
above, there were k = 70 effects for which test performance scores were imputed 
through linear interpolation. To mitigate this problem, another multilevel multi-
variate random-effects meta-regression analysis was performed, in which these  
k = 70 effects were excluded, leaving final data from k = 432 effects. The results 
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again showed a reliable positive relationship between test performance and MCs 
(b = 0.482 [95% CI = 0.370–0.595], z = 8.42, p < .001).

It is worth noting that the k = 432 effects included both nonintervention (k = 
202) and intervention (k = 230) effects. Previous studies demonstrated that many 
interventions enhanced monitoring accuracy but had little influence on test per-
formance (e.g., Rawson et al., 2000; Thiede et al., 2012). To reduce the potential 
confounding effects of interventions on the relationship between comprehension 
and metacomprehension accuracy, we conducted another multilevel multivariate 
random-effects meta-regression analysis, in which only the k = 202 noninterven-
tion effects were included. This analysis again returned a positive relationship 
between test performance and MCs (b = 0.329 [95% CI = 0.155–0.502],  
z = 3.72, p < .001).

It should be acknowledged that test performance is an imperfect index of com-
prehension, likely to be affected not only by text comprehension but also other task 
characteristics, such as test format and the time interval between study and test. For 
instance, it is well known that recall tests are more difficult and associated with 
lower test performance than recognition tests (Maki et al., 2009; Yang et al., 2021). 
In addition, previous studies have found that judgment accuracy tends to be associ-
ated with test format, although they are inconsistent about the nature of this rela-
tionship. For instance, Miesner and Maki (2007) observed that metacomprehension 
was more accurate when the criterion test was recognition (e.g., multiple choice) 
than when it was recall (e.g., short answer) (for related findings, see Maki et al., 
2009). By contrast, Prinz et al.’s (2020a) recent meta-analysis demonstrated the 

FIGURE 3. Bubble plots depicting the relationship between MCs and their 
corresponding test performance. 
Note. Bubble sizes represent the relative weights of the included effects, and error bars 
represent 95% confidence interval of the regression trend. See the online version of the 
article for a color version of this figure.
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reverse pattern: Recall tests (e.g., free recall, MC = .34; cued recall, MC = .20) 
were associated with greater metacomprehension accuracy than recognition tests 
(e.g., old/new recognition, MC = .03; true/false judgment, MC = .14).

For the k = 202 nonintervention effects, their test formats varied substantially 
across studies, including multiple choice, true/false judgment, short answer, free 
recall, cued recall, and so on. The majority (69.3% [140 of 202]) of these nonin-
tervention effects administered multiple-choice tests. Hence, to mitigate the 
potential confounding effects of test format, another multilevel multivariate ran-
dom-effects meta-regression analysis was conducted, in which only the k = 140 
multiple-choice test effects were included. This analysis again returned a positive 
relationship between test performance and MCs (b = 0.472 [95% CI = 0.242–
0.702], z = 4.02, p < .001).

Besides test format, another variable that relates to test performance is the 
study-test interval. Numerous studies have established that because of forgetting, 
test performance is lower when the interval is long than when it is short (Averell 
& Heathcote, 2011; Renken, 2001). Furthermore, researchers have found that 
judgment accuracy might be affected by study-test interval. For instance, Maki 
and Berry (1984) and Maki (1998b) observed that comprehension judgments 
were more accurate when the interval was short than when it was long, although 
it should be noted that Prinz et al.’s (2020a) meta-analysis showed that this inter-
val did not affect monitoring accuracy.

For the k = 140 multiple-choice test effects, k = 133 of them administered the 
criterion tests immediately after participants read the texts and made their com-
prehension judgments, and the remaining k = 7 effects came from studies in 
which either a short (5-minute) or long (1-week) study-test interval was included. 
To avoid any potential confounding effect of study-test interval, a new multilevel 
random-effects meta-regression analysis was conducted, in which only the k = 
133 effects that administered immediate multiple-choice tests were included. 
Again, the positive relationship was detected (b = 0.454 [95% CI = 0.218–0.690], 
z = 3.77, p < .001).

The k = 133 immediate multiple-choice test effects came from different age 
groups: most (86.5%) recruited young adults (e.g., college students) as their par-
ticipants. To allay potential concern about confounding effects of populations, we 
conducted a final meta-regression analysis, in which only the k = 115 effects with 
young adults as participants were included. The positive relationship survived  
(b = 0.500 [95% CI = 0.252–0.747], z = 3.96, p < .001).

Overall, regardless of how we restricted the data sample, there was always a 
positive relationship between comprehension (test performance) and metacom-
prehension accuracy, which is consistent with the main proposal of the poor- 
comprehension theory.

Risk for Bias

This section assesses potential risks for bias in the included studies. Regarding 
bias arising from the randomization process, there were k = 22 effects that used 
problematic randomization procedures, such as allocating participants according to 
order of appearance (e.g., Thiede & Anderson, 2003), and these effects were 
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assigned into the high category because the experimenters might have expectations 
based on knowledge of participant assignment. The other k = 480 effects were 
allocated into the low category. There was no statistically detectable difference in 
MC between these two categories, Q(1) = 1.70, p = .192, with numerically greater 
accuracy in the high category (MC = .321) than in the low category (MC = .239). 
Excluding intervention effects from the analysis did not alter the results, indicating 
little bias arising from the randomization process.

Regarding bias due to missing outcome data, heterogeneity among the low (no 
attrition) versus concern (overall attrition rate < 10% and differential attrition rate 
< 10%) versus high (overall attrition rate ≥ 10% or differential attrition rate ≥ 
10%) categories was statistically detectable, Q(2) = 17.57, p < .001. MCs gradu-
ally decreased as bias due to missing outcome data increased: low (MC = .289), 
concern (MC = .228), and high (MC = .191). To be more cautious, a new analy-
sis was performed, in which all intervention effects were excluded. The results 
showed exactly the same pattern, Q(2) = 13.14, p = .001, with MCs steadily 
decreasing across the low, concern, and high categories. Hence, readers should be 
cautious about bias arising from missing outcome data when interpreting results 
of the present meta-analysis, although it is noteworthy that MCs decreased as bias 
increased.

Regarding bias in selection of the reported result, heterogeneity among the low 
(balanced baseline or no need of baseline balancing) versus concern (baseline 
equivalence information was not reported) versus high (imbalanced baseline 
between groups in any characteristics, such as gender, age, working memory 
capacity, reading ability, and others) categories was not statistically detectable, 
regardless of whether intervention effects were included, Q(2) = 2.68, p = .262, 
or excluded, Q(2) = 3.09, p = .213.

Overall, the foregoing results imply that the included studies might be con-
taminated by bias from missing outcome data, while there is little evidence of bias 
arising from the randomization process or the selection of the reported result.

Publication Bias

The foregoing results demonstrate that nonintervention and intervention effects 
are heterogenous. In addition, the effectiveness of different interventions varies 
substantially (see Table 2). To reduce heterogeneity among the effects, we focus 
on the k = 243 nonintervention effects to test whether the included studies suf-
fered from publication bias. Before reporting the results, we highlight that there is 
currently no perfect method to assess and correct publication bias, and all existing 
methods have limitations (Carter et al., 2019).

In total, we implemented six methods to detect potential publication bias. The 
first is to test the moderating role of publication status (Franco et al., 2014). It is 
well known that studies with null results face a higher publication barrier than 
those with statistically significant findings. Hence, if the included effects suffered 
from publication bias, the magnitude of published effects should be larger than 
that of unpublished ones (Franco et al., 2014). The k = 243 nonintervention 
effects were separated into two categories according to their publication status: 
published (k = 185, including 171 from journal articles and 14 from book  
chapters) versus unpublished (k = 58, including 57 from student dissertations and 
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1 from a conference report). A subgroup meta-analysis showed no statistically 
detectable difference in MC between the published (MC = .189 [95% CI = .164–
.214], p < .001) and unpublished (MC = .153 [95% CI = .112–.195], p < .001) 
effects, Q(1) = 2.12, p = .145, reflecting little evidence of publication bias.

The second method is to determine the relationship between publication year 
and effect size (Borenstein & Cooper, 2009). The logic behind this approach is 
that if a given effect is spurious and the large effect sizes reported in early studies 
simply resulted from selective publication, it is unlikely that subsequent studies 
would replicate the large effect sizes reported in early studies. Hence, the reported 
size of a spurious effect should decrease as a function of year of publication 
(Munafò et al., 2007). A multilevel random-effects meta-regression analysis, 
regressing MCs on publication year (ranging from 1985 to 2020), showed no 
statistically detectable relationship between these two variables (b = −0.001 
[95% CI = −0.003 to 0.002], z = −0.521, p = .603), again indicating little risk for 
publication bias.

The third method measures the relationship between effect sizes and their cor-
responding SEs or variances (precision-effect test and precision-effect estimate 
with standard errors [PET-PEESE]; Gervais, 2015; Stanley & Doucouliagos, 
2014; Sterne & Egger, 2005). If publication bias contaminates the included 
effects, the PET-PEESE method is expected to observe a positive relationship 
between effect sizes and their SEs or variances (i.e., the larger the MC, the larger 
the SE or variance). The reason is that it is easy for large effect sizes to be pub-
lished even though they are associated with large SEs, variances and small sample 
sizes (Sterne & Egger, 2005).

Because both the PET and PEESE analyses showed a positive intercept (p < 
.001 for both), we focused on the results from the PEESE analysis (Stanley & 
Doucouliagos, 2014). A multilevel random-effects meta-regression analysis 
showed a negative relationship between MCs and their corresponding variances 
(b = −2.860 [95% CI = −5.475 to −0.245], p = .032). The corrected effect (i.e., 
the intercept of the meta-regression) was MC = .201 (95% CI = .172 to 0.230,  
p < .001), which was slightly larger than the original weighted MC (i.e., .178).

The fourth method is Duval and Tweedie’s trim-and-fill method (Duval, 2005; 
Duval & Tweedie, 2000), which gradually “trims” effects with large SEs until the 
funnel plot is symmetric, and then “fills” the removed effects and their missing 
counterparts to the funnel plot to maintain its symmetry. The expected missing 
effects should be allocated at the left lower corner of the funnel plot, because 
small effects with large SEs are less likely to be published if publication bias 
exists (Hilgard, 2017).

Because, to our knowledge, the trim-and-fill analysis is incompatible with a 
multilevel random-effects meta-analysis in the R metafor package, we applied it 
to a conventional random-effects meta-analysis. The trim-and-fill analysis 
detected k = 42 missing effects, which were mainly allocated at the right side of 
the funnel plot (see Figure 4). The corrected effect was MC = .229 (95% CI = 
0.208–0.249, p < .001).

The fifth method is to apply a three-parameter selection model (3PSM), 
which has been shown to be more reliable to assess and correct publication bias 
than many other conventional methods (McShane et al., 2016; Vevea & Woods, 
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2005). Given that, as with trim-and-fill, 3PSM is incompatible with multilevel 
meta-analysis, we applied this analysis to a conventional random-effects meta-
analysis via the R weightr package. 3PSM detected little evidence of publica-
tion bias, χ2(1) = 0.50, p = .481, and the corrected MC was .196 (95% CI = 
.167–.224, p < .001).

Overall, two out of five methods (i.e., PET-PEESE and trim-and-fill) revealed 
potential evidence of publication bias, but the corrected effect sizes generated 
from these two methods were if anything slightly greater than the uncorrected 
one. These results suggest that if publication bias really exists, the missing effects 
are ones with larger MCs.

Even though the results from PET-PEESE and trim-and-fill run counter to the 
pattern that would be expected if publication bias is present (the adjusted effects 
are larger, not smaller), there is a possible explanation. Many of the noninterven-
tion effects came from studies in which these effects were taken as control com-
parisons to explore the effectiveness of different interventions. As shown earlier, 
intervention effects were overall larger than nonintervention effects. If monitoring 
accuracy in the nonintervention condition is poor, there would be more scope left 
for interventions to boost monitoring accuracy. Hence, a possible explanation for 
the publication bias detected by PET-PEESE and trim-and-fill is that intervention 
studies with poor monitoring accuracy in the nonintervention control condition 
might be selectively reported, making it easier to detect an enhancement effect of 
an intervention. To test this possibility, we conducted a multilevel random-effects 
subgroup meta-analysis, in which we explored whether the nonintervention 

FIGURE 4. (A) Funnel plot depicting the relationship between MCs and their 
corresponding SEs and (B) funnel plot depicting the trim-and-fill results. 
Note. Each blue dot represents an included effect, and the unfilled black circles in (B) 
indicate missing effects detected by the trim-and-fill method. See the online version of 
the article for a color version of this figure.
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effects extracted from intervention studies were smaller than those extracted from 
studies which did not implement any interventions: the sixth method to detect 
publication bias.

We divided the k = 243 nonintervention effects into two categories according 
to whether they came from an intervention study or not. For the studies that imple-
mented at least one kind of intervention, their nonintervention control effects (k = 
112) were allocated into the intervention study category. For the studies that did 
not implement any interventions, their nonintervention effects (k = 131) were 
allocated into the nonintervention study category. The results showed a small dif-
ference in the predicted direction between intervention (MC = .169 [95% CI = 
.139 to 0.199], p < .001) and nonintervention studies (MC = .190 [95% CI = 
0.160 to 0.221], p < .001), but their heterogeneity was not statistically detectable 
(difference = −0.022 [95% CI = −0.065 to 0.022], z = −0.98, p = .330). This 
pattern thus lends little support to the hypothesis that intervention studies might 
be biased to report poor accuracy in the control condition.

Overall, we employed six methods to assess whether the included studies suf-
fered from publication bias. Four of them showed minimal evidence of such bias. 
Even though PET-PEESE and trim-and-fill showed weak evidence of publication 
bias, the results were in the reverse direction to what would be expected, with 
some suggestion of missing larger (instead of smaller) effects. In addition, the 
results showed that studies that included intervention conditions were not reliably 
biased to report poor accuracy in their nonintervention control conditions. Hence, 
there should be little need to worry about publication bias in the studies included 
in the meta-analysis (for related findings, see Prinz et al., 2020a).

General Discussion

This meta-analysis integrated k = 502 effects from 15,889 participants, derived 
from 115 studies, to explore (a) how accurately readers can metacognitively mon-
itor their text comprehension, especially in standard nonintervention conditions; 
(b) what (meta)cognitive mechanisms are responsible for poor metacomprehen-
sion accuracy; and (c) what interventions are effective in enhancing metacompre-
hension accuracy. Below we briefly summarize the main findings, discuss their 
practical and theoretical implications, and illuminate some directions for future 
research.

Poor Metacomprehension Accuracy

The present meta-analysis observed a weighted mean of intraindividual corre-
lations of MC = .242, which is similar to previous estimates such as .27 reported 
by Maki (1998c), Dunlosky and Lipko (2007), and Thiede et al. (2009). However, 
the weighted MC for the nonintervention effects was only .178 (95% CI = .155–
.200), appreciably smaller than .27. These findings confirm the hypothesis that 
the estimates provided in some previous reviews tend to overestimate metacom-
prehension accuracy in standard nonintervention conditions.

The correlation-accuracy simulation showed that the peak of the density distri-
bution of judgment accuracy values corresponding to .177 < G < .179 was at .545. 
This means that when a given individual’s metacomprehension accuracy is at G = .178, 
the probability that she will correctly offer high comprehension judgments to well 
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comprehended texts and low judgments to less well comprehended ones is only 
about 54.5%. If she makes restudy decisions solely according to her comprehension 
judgments, her restudy strategy regulation would be extremely inefficient.

Of course, measurement reliability issues must be considered when interpret-
ing the observed MC of .178, because it is well known that the observed correla-
tion between two variables is affected by both the true latent correlation and the 
reliability of measurement (Spearman, 1961; Wiernik & Dahlke, 2020). For 
instance, if the measures of comprehension judgments and actual comprehension 
are imperfect in a given study (which is always true), the observed correlation 
between these two variables would be attenuated to:

r r rjj ppobs = × ×ρ

where robs denotes the observed correlation (i.e., the observed metacomprehen-
sion accuracy) between comprehension judgments and actual comprehension 
(i.e., test performance), ρ represents the true correlation at the latent level, and rjj 
and rpp are the measurement reliabilities of comprehension judgments and com-
prehension performance, respectively. Thus, if rjj and rpp are known, the true 
metacomprehension accuracy can be estimated as:

ρ =
×
r

r rjj pp

obs

What is the likely effect of measurement error on our estimate of the overall 
correlation? In two experiments, Kelemen et al. (2000) measured the reliabilities 
of comprehension judgments and comprehension performance with a 1-week 
test-retest interval. In Experiment 1, the observed reliabilities for comprehension 
judgments and comprehension performance were rjj = .69 and rpp = .63, respec-
tively, and in Experiment 2 they were rjj = .59 and rpp = .37, respectively. We then 
conducted random-effects meta-analyses to collapse results across experiments, 
which yielded a weighted rjj of 0.638 (95% CI = .529–.727, p < .001) and a 
weighted rpp of .509 (95% CI = .212–.720, p = .002). By psychometric standards 
these are poor to moderate reliabilities, but by no means atypical of cognitive 
measures (Maloney et al., 2010; Parsons et al., 2019; Waechter et al., 2014).

Using rjj = .638 and rpp = .509, we can roughly estimate that the “true” intra-
individual correlation between comprehension judgments and comprehension 
performance is MCtrue = .312. Using the simulation method described previously, 
the estimated judgment accuracy corresponding to G = .312 is about 58.0%, still 
quite poor.

Theoretical Implications

Three theories provided guidance for the present meta-analysis, and some sug-
gestive implications emerge. For instance, a test-expectancy congruency effect on 
metacomprehension accuracy was observed. Specifically, test expectancy manip-
ulations reliably altered monitoring accuracy, with consistent expectancy produc-
ing more accurate monitoring and inconsistent expectancy producing less accurate 
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monitoring. Such findings are in line with the TAM theory: Greater congruency 
between processes engaged in judgments and those engaged in the tests leads to 
better monitoring accuracy (Griffin, Wiley, et al., 2019; Thiede et al., 2011). Put 
differently, metacomprehension accuracy is greater when participants engage in 
judgments about text inferences and then undertake inference tests (i.e., when 
judgment and test processes are matched) than when they engage in judgments 
about retention of text details but then undertake inference tests (i.e., when judg-
ment and test processes are mismatched).

It is worth noting that the test-expectancy congruency effect can also be 
accounted for by the SMAM framework. For instance, participants expecting 
inference tests might use cues related to the situation model representation to 
inform their comprehension judgments. Hence, their judgment accuracy would 
be higher when the test is in fact inferential than when it is factual. We highlight 
that the TAM and SMAM accounts are not mutually exclusive, and the mecha-
nisms proposed by both accounts may contribute to the test-expectancy congru-
ency effect.

The enhancement effect of practice tests on metacomprehension accuracy pro-
vides additional support for the TAM account. That is, experience obtained from 
practice tests might inform participants about the nature of the criterion test and 
induce a consistent test expectancy, which in turn improves monitoring accuracy. 
Readers should regard support from practice tests as suggestive, however, because 
there are other ways through which practice tests might boost metacomprehension 
accuracy. For instance, practice test performance provides informative feedback 
and induces awareness of the gap between perceived and actual learning, which 
then calibrates subsequent comprehension judgments.

The present meta-analysis observed a variety of lines of support for the SMAM 
framework. For instance, delayed keyword generation was more beneficial than 
immediate keyword generation, delayed summary writing produced a larger 
enhancement than immediate summary writing, and self-explaining boosted 
metacomprehension accuracy. In addition, interventions involving cognitive pro-
cesses related to concept organization and knowledge integration (e.g., concept 
mapping) successfully enhanced monitoring accuracy. Furthermore, rereading 
after a short interval also produced a weak but statistically detectable enhance-
ment. These findings jointly support the SMAM framework.

The poor-comprehension theory assumes that low monitoring accuracy derives 
from poor comprehension, and predicts a positive relationship between compre-
hension and metacomprehension accuracy. This hypothesis was supported by the 
positive relationship between test performance and MCs. Furthermore, regardless 
of whether intervention effects were included or excluded, whether test format 
was constrained to multiple choice or not, whether only immediate criterion tests 
were included or not, and whether the participant samples were restricted to young 
adults or not, this positive relationship persisted. These consistent findings pro-
vide support for the poor-comprehension theory.

The positive relationship between test performance and MCs documented here 
is somewhat inconsistent with the null relationship between text difficulty and 
monitoring accuracy reported by Prinz et al. (2020a). Prinz et al. (2020a) took 
Flesch-Kincaid grade-level scores as a measure of text difficulty, but texts with 
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the same Flesch-Kincaid grade-level scores may not be equally easy or difficult 
for different participants or populations recruited in different studies. We suggest, 
by contrast, that test performance is a relatively more sensitive measure of text 
comprehension across studies.4 Indeed, almost all previous studies took test per-
formance as a measure of text comprehension.

Overall, given that the present analysis included a much larger data set and the 
documented findings were strong and consistent, we hence propose that the rela-
tionship between text comprehension and metacomprehension accuracy is 
approximately linearly positive and in line with the poor-comprehension theory.

The TAM, SMAM, and poor-comprehension theories are not mutually exclu-
sive, and the mechanisms proposed by these theories might combine to affect 
metacomprehension accuracy. Consistent with this idea, we observed that inter-
vention combinations produced additive benefits to boost monitoring accuracy, 
suggesting that different interventions might influence distinct underlying (meta)
cognitive processes (for related discussion, see Griffin, Wiley, et al., 2019).

Readers should bear in mind that meta-analysis only provides a blunt instru-
ment to test theories. The included studies differed in many respects which might 
confound the findings. Hence, the theoretical implications are suggestive rather 
than conclusive. Further experimental research is required to directly test meta-
comprehension theories, which will further profit our understanding of the mech-
anisms responsible for poor metacomprehension accuracy.

Intervention Effectiveness and Practical Implications

The foregoing findings demonstrate that metacomprehension accuracy (MC = 
.178) under typical nonintervention conditions is even poorer than has been esti-
mated in previous reviews, highlighting the need to develop and evaluate effec-
tive interventions to improve monitoring accuracy. Indeed, many interventions 
have been developed and assessed in previous studies. The present meta-analysis 
showed that combining interventions was the most effective technique to improve 
metacomprehension accuracy, followed (in order of estimated effectiveness) by 
delayed summary writing, concept mapping/concept diagram completion/concept 
diagram drawing/graph drawing/mind mapping, delayed keyword generation, 
self-explaining, practice tests, letter deletion, consistent test expectancy, and 
rereading after a short delay.

Of course, not all interventions enhance metacomprehension accuracy. For 
instance, the meta-analysis revealed that question generation, immediate sum-
mary writing, analogy provision, immediate keyword generation, and reading 
questions and answers failed to reliably enhance monitoring accuracy. Needless to 
say, these are statistically nondetectable results and should be interpreted with 
statistical power issues borne in mind, especially as some are based on small num-
bers of effects. Inconsistent test expectancy even reduced monitoring accuracy.

Overall, these findings point to the recommendation that practitioners should 
consider using delayed summary writing, interventions involving processes of 
concept organization and knowledge integration (e.g., concept mapping), delayed 
keyword generation, self-explaining, practice tests, letter deletion, consistent test 
expectancy, and rereading after a short delay to increase metacomprehension 
accuracy. In addition, combining different interventions tends to produce additive 
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benefits. Other interventions (e.g., immediate summary writing, immediate key-
word generation, question generation) are relatively less effective.

Limitations and Future Research Directions

Even though the present meta-analysis integrated a large set of data, it still suf-
fered from several limitations. For example, it is uncertain whether all relevant 
studies were identified and included (Flather et al., 1997; Lyman & Kuderer, 
2005), even though we exerted considerable effort to search dozens of electronic 
databases and found many unpublished studies (e.g., k = 166 effects extracted 
from student theses). Another limitation is that most of the included studies were 
conducted in laboratory settings and hence might lack ecological validity (Yang 
et al., 2021). For instance, even though all included studies used educationally 
relevant materials (e.g., expository texts), these materials were not part of stu-
dents’ coursework. This limitation also applies to previous studies and meta- 
analyses (Fukaya, 2010; Prinz et al., 2020a). It will be important for future 
research to measure metacomprehension accuracy in the classroom, test the  
effectiveness of different interventions in educational settings, and determine the 
generalizability of the documented findings (Wiley et al., 2016).

In the present meta-analysis we particularly concentrated on assessing the rela-
tive accuracy of metacomprehension, leaving its absolute accuracy unexplored. 
This limitation also applies to the other three meta-analyses described in the intro-
duction (Fukaya, 2010; Prinz et al., 2020a, 2020b). Absolute metacomprehension 
accuracy is of considerable importance for text learning (Glenberg et al., 1982; 
Son & Metcalfe, 2000). For instance, according to discrepancy reduction models 
of self-regulated learning, overconfidence may drive learners to terminate their 
studying prematurely, in turn leading to underachievement (Dunlosky & Rawson, 
2012; Thiede et al., 2003). Conversely, underconfidence may lead learners to 
repeatedly and unnecessarily study well-mastered texts (Sarac & Tarhan, 2017), 
leading to poor learning efficiency. Therefore, future systematic reviews should 
seek to measure absolute accuracy of metacomprehension, explore the factors that 
constrain it, and evaluate the effectiveness of different interventions (Ghatala 
et al., 1989; Glenberg et al., 1982; Miller & Geraci, 2014; Pressley et al., 1987; 
Serra & Dunlosky, 2010).

Although some interventions have been repeatedly studied (e.g., delayed key-
word generation, practice tests) and their effectiveness is robust, others have 
received less attention (e.g., analogy provision, reading questions and answers). 
In addition, although the time point of rereading is assumed to be a key moderator 
of the effect of rereading on metacomprehension accuracy, to our knowledge only 
one study has explored this important issue (Dunlosky & Rawson, 2005). These 
interventions and their boundary conditions deserve more attention in future 
research.

Our meta-analysis observed that combining different interventions tends to be 
more beneficial than many kinds of single interventions. However, each kind of 
intervention combination has received fewer than five assessments. Furthermore, 
the enhancing effects of individual interventions are relatively small. Even though 
combining different interventions produces a larger benefit, the MC for interven-
tion combinations is still far from perfect (MC = 1). Therefore, future research 
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could usefully develop more effective interventions and explore how to combine 
different interventions (e.g., consistent test expectancy plus self-explaining plus 
delayed summary writing) to further improve metacomprehension accuracy. We 
have described the effects of combining interventions as “additive,” but in reality 
they may be interactive in the sense that the benefits of combining two interven-
tions are larger (or smaller) than the sum of their effects. High-powered studies 
will be needed to identify any cases of such interactivity.

Although many studies have demonstrated that accurate monitoring is related to 
efficient regulation of restudy choices, which in turn produces superior knowledge 
gains (e.g., Thiede et al., 2003), there are many other studies showing that reread-
ing does not always improve text comprehension (e.g., Rawson et al., 2000), which 
is especially true if learners do not restudy effectively (Phillips et al., 2016). For 
instance, Phillips et al. (2016) observed that participants’ minds wandered more 
frequently during the rereading phase than during the initial reading phase, and 
these researchers proposed that increased mind wandering might be responsible for 
the limited effectiveness of rereading. More research is needed to explore how to 
improve the effectiveness of rereading (Rawson & Kintsch, 2005).

Last but importantly, many effective interventions (e.g., self-explaining, 
delayed keyword generation, delayed summary writing, concept mapping) require 
readers to exert additional mental effort, which may discourage learners from 
actively employing them during self-regulated learning (Kirk-Johnson et al., 
2019). Hence, another important direction for future research is to develop and 
evaluate techniques to boost learners’ motivation to apply these interventions dur-
ing self-regulated learning. In addition, instructors need to find effective ways to 
teach students to independently apply these intervention strategies.

Concluding Remarks

In summary, the takeaway messages from the present meta-analytic review are 
as follows. Metacomprehension accuracy is strikingly poor (MC = .242), espe-
cially in standard nonintervention conditions (MC = .178). Many interventions 
are effective for enhancing metacomprehension accuracy, such as intervention 
combinations, delayed summary writing, concept mapping/concept diagram com-
pletion/concept diagram drawing/graph drawing/mind mapping, delayed key-
word generation, self-explaining, practice tests, letter deletion, consistent test 
expectancy, and rereading after a short delay. By contrast, there are many others 
that are less effective or even ineffective, such as question generation, immediate 
summary writing, immediate keyword generation, analogy provision, and reading 
questions and answers. Several explanations of poor metacomprehension accu-
racy, in particular the TAM, SMAM, and poor-comprehension theories, garner 
support from the present meta-analysis.
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1 It is problematic to directly average raw correlation scores across participants (Fisher, 
1915), and a more suitable approach is to apply Fisher’s z transformation to aggregate 
correlation coefficients (Silver & Dunlap, 1987). However, to our knowledge, no previ-
ous metacomprehension studies applied this z transformation when averaging correlations. 
Without access to their raw correlation scores, in the present meta-analysis we are unable 
to use the z transformation method to calculate the mean and variance of correlations.

2 Because most (if not all) included studies did not report whether their participants and/
or examiners were blinded to the research aims, in the present meta-analysis we are unable 
to measure bias due to deviations from intended interventions and bias in measurement of 
the outcome. Hence, these two kinds of bias were not assessed.

3 There is little reason to expect a detrimental effect of keyword reading on metacom-
prehension accuracy. This marginal result might be due to sampling error. Because this 
result is not strong and the number of effects for keyword reading was small, we do not 
discuss it further.

4 Another reason why we used test performance (rather than Flesch-Kincaid grade-
level scores) to test the poor-comprehension theory is that many previous studies reported 
Flesch-Kincaid grade-level scores in a range (rather than a specific value) for multiple texts 
(e.g., Thiede & Anderson, 2003; Thiede et al., 2003), which means that the exact grade-
level score for each study is unavailable. In addition, there are many studies that did not 
report any information about Flesch-Kincaid grade-level scores (Chen & Li, 2008; Engelen 
et al., 2018; van Loon et al., 2014). By contrast, most studies provided test performance 
results.
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