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1 Impact of Cognitive Training on Metacognitive Abilities: A Multilevel 
2 Meta-Analysis of Interventional Efficacy and Contributing Factors
3
4 Abstract ： Metacognition, a higher-order cognitive function, involves the evaluation and regulation of one’s 

5 cognitive processes. Strong metacognitive skills enable individuals to recognize and adapt to variations in task 

6 performance, enhancing overall behavioral output. This study focuses on cognitive intervention as a potent tool for 

7 augmenting metacognition. We acknowledge that the impact of various cognitive interventions on metacognition is 

8 not uniform. Our systematic exploration of intervention effects and contributing factors aids in decoding their 

9 operational mechanisms, offering theoretical backing for future metacognitive training. Employing meta-analysis 

10 techniques, we assessed metacognitive efficiency, bias, sensitivity, and scores via established assessment tools. We 

11 examined the moderating influences of training type, participant age, intervention duration, and feedback. Our 

12 analysis included 46 articles, encompassing 83 effect sizes and 5618 participants. Utilizing R 4.2.3 for data analysis, 

13 we found significant intervention effects on overall metacognition and on individual outcome variables. The overall 

14 effect size of cognitive training on metacognition was moderate to high (g=0.585). Specifically, intervention effects 

15 on scale scores and metacognitive efficiency reached medium to large effect sizes (scale scores: g=0.627, 

16 metacognitive efficiency: g=0.619), while intervention effects on metacognitive bias and metacognitive sensitivity 

17 were small to medium (metacognitive bias: g=0.490, metacognitive sensitivity: g=0.327). Moderation analysis 

18 indicated that training type and feedback significantly influenced cognitive training effects on metacognition, while 

19 intervention duration and participant age did not. Our findings support the notion that cognitive training can enhance 

20 metacognitive abilities, particularly in efficiency, bias, and scores, addressing discrepancies in prior research. This 

21 contributes to methodological advancements, broadens intervention scopes, and provides practical guidelines for 

22 improving metacognitive skills.

23 Keywords: cognitive training, metacognition, intervention, moderating effects, meta-analysis

24
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25 1 INTRODUCTION
26 The term “metacognition” was coined by the American psychologist John Flavell in the 1970s 
27 (Flavell, 1979), marking the genesis of a critical field in psychological research. Over the past four 
28 decades, researchers have conducted extensive studies on metacognition, shedding light on the 
29 mechanisms by which individuals monitor and regulate their own cognitive processes. Strong 
30 metacognitive abilities enable individuals to quickly detect fluctuations in their behavioral 
31 performance and adjust their confidence levels appropriately, thus optimizing their behavioral 
32 outcomes. Conversely, a deficiency in metacognitive abilities can lead to individuals making biased 
33 judgments about their own behavior, affecting the effective regulation of their self-awareness 
34 activities.
35 In recent years, the focus has broadened to the development and plasticity of metacognitive 
36 abilities from an interdisciplinary perspective (Fleur et al., 2021). Cognitive intervention has 
37 emerged as a promising avenue for enhancing metacognitive functions. Understanding the influence 
38 of diverse cognitive training approaches on metacognition, and the variables modulating their 
39 success, is of paramount importance. This study conducts a meta-analysis to systematically assess 
40 the impacts of varying cognitive training types on metacognition, exploring the factors that may 
41 moderate the efficacy of these interventions.
42
43 1.1 Definition and Measurement of Metacognition
44 Metacognition encompasses both the knowledge of and regulation over one’s cognitive 
45 processes, as initially described by Flavell (Flavell, 1979). It plays a vital role in learning and task 
46 performance, enabling individuals to oversee and direct their cognitive strategies (Pintrich, 2010). 
47 The so-called cognition refers to the knowledge structure that people use for assessment or decision-
48 making, while metacognition is the higher-order process that controls the existing knowledge 
49 structure (Cho & Linderman, 2019). Essentially, metacognition, as a regulatory activity, is realized 
50 through two fundamental processes: monitoring and control. The former involves individuals 
51 acquiring information about the progress and effectiveness of cognitive activities, while the latter 
52 involves individuals planning and adjusting the process of activities. Therefore, in various 
53 educational contexts, high-achieving students often exhibit superior metacognitive abilities 
54 compared to their counterparts (Desoete et al., 2001; Veenman et al., 2005).
55 Metacognition, as a characteristic that varies among individuals, it is better to establish 
56 consistent and comparable measures across different cognitive domains. In this study, we approach 
57 this from two perspectives: behavioral tasks and subjective assessments. In behavioral tasks, our 
58 focus is on three behavioral indicators—Metacognitive Sensitivity, Metacognitive Bias, and 
59 Metacognitive Efficiency. In subjective assessments, individuals’ metacognitive scores are obtained 
60 through self-report questionnaires. Specifically, Metacognitive Sensitivity, also known as 
61 Metacognitive Accuracy, Type-2 Task Sensitivity, Discrimination, etc., represents an individual’s 
62 ability to differentiate between correct and incorrect self-judgments. Particularly in discrimination 
63 tasks, individuals with high Metacognitive Sensitivity demonstrate that their confidence ratings can 
64 effectively predict response accuracy; that is, higher confidence is associated with correct responses 
65 and vice versa (Galvin et al., 2003; Maniscalco & Lau, 2012). Metacognitive Bias refers to the 
66 difference in individuals’ subjective confidence while maintaining consistent performance in the 
67 basic task. It can also be understood as Type-2 task bias, indicating over- or under-confidence 
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68 (Fleming & Lau, 2014). On the other hand, Metacognitive Efficiency refers to the level of 
69 metacognitive sensitivity exhibited by participants at a given task performance level (Bang et al., 
70 2017). As for self-report questionnaire scores, most studies commonly utilize metacognitive scales 
71 such as the Metacognitive Awareness Inventory (MAI) (Schraw & Dennison, 1994) or employ 
72 metacognitive interviews to assess individuals’ metacognitive abilities following cognitive training. 
73 These approaches are instrumental in deriving comprehensive metacognitive profiles.
74
75 1.2 Cognitive Intervention and Metacognition
76 Recent evidence highlights the malleability of metacognitive abilities. At the behavioral level, 
77 cross-sectional studies have found that groups with long-term meditation experience exhibit better 
78 performance in self-reflection, monitoring emotional states, and attention (Fox et al., 2012). Yet, 
79 the latest large-scale intervention study, spanning 9 months, suggests that mindfulness-based 
80 psychological training does not impact metacognitive performance in perceptual tasks (Böckler & 
81 Singer, 2022). On the neural level, differences in the functionality and structure of relevant brain 
82 regions correlate with individual differences in metacognitive levels (Fleming et al., 2010). For 
83 instance, the prefrontal cortex and posterior parietal cortex play crucial roles in metacognitive 
84 processes, particularly in perceptual and memory task-related metacognitive processes (Fleming et 
85 al., 2014; Morales et al., 2018; Ye et al., 2019; Ye et al., 2018); signals within the prefrontal cortex 
86 further divide metacognition into monitoring subsystems and control subsystems (Qiu et al., 2018); 
87 and region-specific involvement of the frontoparietal control network participates in metacognitive 
88 monitoring and regulation (Goupil & Kouider, 2019). These findings collectively suggest that, 
89 whether in the domain of behavioral intervention or neural foundations, metacognition exhibits 
90 promising plasticity potential.
91 Building on this premise, we propose an intervention model for metacognition through 
92 cognitive training. Nelson and Narens (1990) proposed a dual-layered structural model of cognition 
93 and metacognition. In this model, they established a cyclic hierarchical relationship between 
94 cognition and metacognition by distinguishing two levels: the object-level and the meta-level 
95 (Nelson, 1990). According to Nelson and Narens’ definition, the object-level includes cognitive 
96 functions relevant to tasks, such as object recognition, representation, and encoding. The meta-level 
97 is responsible for processing information from the object-level and regulating the functions of the 
98 object-level from top to bottom. Therefore, the meta-level represents an individual's metacognitive 
99 functions, which inherently encompass cognitive knowledge and cognitive management 

100 (Cunningham et al., 2016). These two levels are connected through monitoring and control signals. 
101 During the learning process, information constantly flows between these two levels. Monitoring 
102 involves the meta-level being informed of the processes occurring at the object-level, while control 
103 refers to the meta-level adjusting and aligning the processes at the object-level to achieve specific 
104 goals and mechanisms (Nonose et al., 2012). This dynamic interaction facilitates a continuous 
105 exchange of information during the learning process. Our proposition is that by strengthening the 
106 cognitive processes at the object-level through targeted intervention, we can indirectly enhance the 
107 meta-level. This, in turn, bolsters overall metacognitive capabilities.
108 Over the past two decades, research on metacognition through cognitive intervention has 
109 consistently demonstrated positive outcomes. However, the effectiveness of different types of 
110 cognitive intervention on metacognition varies. In a longitudinal study spanning two years, 
111 metacognitive skills training for mathematical task-solving abilities was conducted through 
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112 classroom instruction with 66 children in the third and fourth grades. The results indicated 
113 improvements in both metacognitive abilities and mathematical skills before and after training, with 
114 children in the metacognitive group outperforming the control group (Desoete, 2009). A study in 
115 2014 employed teaching strategies based on reading comprehension and listening comprehension 
116 to intervene in children's metacognition, and both approaches yielded significant results (Carretti et 
117 al., 2014). Mindfulness research has suggested that training enhances accurate reflection on self-
118 awareness and experiential states, resulting in a significant improvement in metacognitive abilities 
119 (Baird et al., 2014). An eight-day adaptive training significantly improved participants' 
120 metacognitive efficiency and demonstrated transferability to untrained stimulus types and task types 
121 (Carpenter et al., 2019). However, some studies have reported ineffective outcomes in 
122 metacognitive improvement (Böckler & Singer, 2022; Cogliano et al., 2021; Zepeda et al., 2015). 
123 In a study where participants underwent three days of adaptive visual perceptual training, there was 
124 no observed improvement in metacognitive accuracy (Chen et al., 2019). One study exploring 
125 metacognitive efficiency before and after two meditation training programs found that the mental 
126 monitoring group maintained stable metacognitive efficiency, while the body scanning group 
127 exhibited a significant reduction in metacognitive efficiency post-training (Schmidt et al., 2019).
128 Despite mixed results, the prevailing evidence supports cognitive intervention as a viable 
129 method for fostering metacognitive abilities. This study will therefore investigate the effects of 
130 various cognitive intervention approaches on metacognition, considering the methodologies 
131 employed in these interventions.

132

133 Figure 1: Metacognitive Enhancement Model. Information between the object-level and the meta 
134 level achieves cyclic flow through monitoring and control. By training cognitive functions at the 
135 object-level, individual metacognitive abilities at the meta-level can be optimized, thereby 
136 enhancing the overall cyclic process of information flow. Adapted from Nelson and Narens' 
137 metacognitive cognitive psychology model.
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138
139 1.3 Potential Moderators
140 Based on the principles of Evidence-Based Medicine, we focus on the research question of 
141 intervention from four aspects: Population, Intervention, Comparison, and Outcome (PICO) 
142 (Akobeng, 2005). Integrating existing research, we hypothesize that participant age, training 
143 duration, and feedback type may substantially influence the efficacy of these interventions on 
144 metacognitive outcomes.
145 1.3.1 Participant Age
146 Previous studies have demonstrated that even during early childhood, children exhibit certain 
147 levels of metacognitive abilities. Around the age of one, children demonstrate the capacity to 
148 monitor and regulate their cognitive abilities (Goupil et al., 2016), and by the age of five, they 
149 become aware of information they do not know (Filevich et al., 2020). As children progress into the 
150 school-age stage, metacognitive abilities flourish, concomitant with the continual expansion of 
151 individual knowledge structures and the emergence of cross-domain learning. This development 
152 gradually manifests characteristics indicative of domain generality (Vo et al., 2014). Therefore, it 
153 prompts the question: is the efficacy of cognitive training interventions on metacognition subject to 
154 the moderating influence of age? In a meta-analysis investigating the enhancement of metacognitive 
155 monitoring accuracy through strategy teaching, distinct participant ages—children, adolescents, and 
156 adults—were considered as moderating variables, revealing statistically significant moderating 
157 effects (Gutierrez de Blume, 2022). Another meta-analysis exploring the impact of physical activity 
158 interventions on the cognitive and metacognitive functions of children highlighted a significant 
159 positive correlation between intervention effects and age (Álvarez-Bueno et al., 2017). This leads 
160 us to surmise that the effects of cognitive intervention on metacognition may indeed be contingent 
161 upon age.
162 1.3.2 Training Duration
163 The length of cognitive intervention programs varies, and its relation to training outcomes 
164 merits investigation. Does the duration of training have an impact on its effectiveness? Previous 
165 research suggests that in the training of children's psychological theories, the effectiveness of 
166 training increases with the prolongation of training time (Hofmann et al., 2016). In a meta-analysis 
167 exploring mindfulness training, a significant positive correlation was found between the 
168 effectiveness of mindfulness training and the training duration (Zenner et al., 2014). Rochat et al. 
169 (2018) pointed out that the efficacy of metacognitive therapy in improving mental health is 
170 significantly modulated by the treatment duration. However, in a recent study investigating the 
171 immediate and sustained effects of metacognitive training, no significant moderating effect of 
172 training duration on its effectiveness was observed (Penney et al., 2022). These mixed results 
173 warrant further exploration of training duration as a moderator of cognitive intervention's impact on 
174 metacognition.
175 1.3.3 Feedback Type
176 The role of feedback in enhancing metacognitive abilities is increasingly documented. In a 
177 study involving three independent experiments to explore the evaluation of global self-performance 
178 evaluations (SPEs) based on local decision confidence, the results indicated that in the absence of 
179 feedback, despite maintaining stable objective performance, self-performance evaluations were 
180 systematically underestimated compared to the feedback group. This suggests that timely and 
181 effective feedback can enhance participants' confidence assessments, aiding in the construction of 
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182 SPEs (Rouault et al., 2019). Cortese et al. (2016)utilized neurofeedback methods, demonstrating the 
183 bidirectional manipulation of perception and confidence without altering task performance. This 
184 provided robust evidence supporting the view that confidence emerges as a metacognitive process 
185 at later stages. In a recent 2022 study, researchers employed sequential feedback to investigate the 
186 impact of feedback on perceptual decision-making and metacognition through a controlled 
187 experiment comparing a feedback group with a no-feedback group. The study found that feedback 
188 significantly reduced perceptual and metacognitive bias, influencing participants’ response 
189 strategies (Haddara & Rahnev, 2022). In contrast, some studies have not observed significant effects 
190 of feedback (Goldhacker et al., 2014; Petrov et al., 2006; Shibata et al., 2009). Therefore, based on 
191 the diverse results from these studies, we consider feedback type (yes/no) as a moderating variable 
192 and explore its potential regulatory effects on metacognition.

193 2 METHODS
194 2.1 Search and Study Selection
195 We conducted searches for all relevant literature in five databases, namely PubMed, Web of 
196 Science, APA PsycArticles, APA PsycInfo, and Psychology and Behavioral Sciences Collection, 
197 from the inception of our database up to November 2022. Additionally, a second update was 
198 performed in December 2023. The objective of the search was to identify cognitive interventions or 
199 training methods that have an impact on individual metacognition. The search keywords primarily 
200 included “metacognition”, “cognitive”, “cognition”, “intervention”, and “training”. The inclusion 
201 criteria were as follows: (1) Studies included controlled trials, encompassing both randomized 
202 controlled trials and non-randomized controlled trials, to examine changes in metacognition in the 
203 intervened population before and after cognitive training. (2) The studies must have employed one 
204 or more cognitive training methods. (3) Outcome variables had to include measurements related to 
205 metacognitive indicators, including at least metacognitive efficiency, metacognitive sensitivity, 
206 metacognitive bias, or assessments through measurement tools such as questionnaires or interviews. 
207 (4) If the same study reported multiple independent samples, they were coded separately. The 
208 exclusion criteria were as follows: (1) Meta-analyses, reviews, book reviews, reports, or conference 
209 abstracts, etc.; (2) Non-English literature; (3) Interventions targeting various disease patients or non-
210 human populations. The literature search keywords and inclusion/exclusion criteria were jointly 
211 determined by the first author and the corresponding author. Screening was conducted by the first 
212 author, with the second author cross-checking the selections. Any disagreements regarding literature 
213 inclusion were resolved through consensus with the corresponding author. Refer to Figure 2 for the 
214 literature search and screening process.
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215
216 Figure 2. Flowchart of Literature Inclusion and Exclusion Process
217
218 2.2 Meta-Analysis Procedure
219 Meta-analysis was conducted using the metafor package in R version 4.2.2.
220 2.2.1 Data Collection
221 Extraction and encoding of the characteristics of each literature and the data included in the 
222 analysis. Two researchers initially conducted independent extraction and encoding, resulting in two 
223 coding schemes. In cases of inconsistencies between the two coding schemes, after consulting the 
224 original literature, a final coding scheme was agreed upon through discussion with the 
225 corresponding author. Literature feature coding included: author (year), sample size, gender ratio, 
226 participant age, training type, training duration, feedback type, outcome variables, measurement 
227 indicators, and more. For specific coding results, please refer to Table 1.
228 This study focuses on the impact of intervention types on the effectiveness of metacognitive 
229 and explores the potential moderating effects of participant age, training duration, and feedback type. 
230 According to the experimental methods used in the study, cognitive training is further divided into 
231 three types: mindfulness training, strategy intervention, and teaching guidance. Mindfulness 
232 training is a deliberate mental training method that focuses attention on the present moment and 
233 maintains an accepting attitude toward all present perceptions(Creswell, 2017). Strategy 
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234 intervention refers to participants completing experimental tasks in the laboratory under the 
235 experimenter's guidance using metacognitive training methods such as feedback, recall, and 
236 prompts. Teaching guidance primarily occurs in classroom settings, where teachers use specific 
237 metacognitive methods to accomplish teaching tasks for the benefit of students. Participant ages 
238 were divided into three age ranges: elementary school stage (6-12 years old), middle and high school 
239 stage (12-18 years old), and university and above (older than 18 years old). Training durations were 
240 categorized into three time periods: one month or more, one week to one month, and less than one 
241 week. Feedback types were classified into two categories: with feedback and without feedback.
242 Based on different calculation methods for metacognition (Fleming & Lau, 2014), this study 
243 primarily extracted four categories of outcome variables: (1) Calculation metrics related to 
244 metacognitive efficiency, such as Meta-d'/d', Mratio; (2) Calculation metrics related to 
245 metacognitive sensitivity, such as Meta-d', AUROC2; (3) Calculation metrics related to 
246 metacognitive bias, such as Confidence gap, Criterion c; (4) Scores from scales and questionnaires, 
247 such as scores derived from common metacognitive scales (e.g., MAI) and metacognitive interviews, 
248 among other methods.
249 The rules for data extraction are as follows:(1) If a single study includes multiple measurements 
250 related to outcome variables, extract and code them separately. (2) When metacognitive scales 
251 include both total scores and subscale scores, prioritize extracting the total scores. If only subscale 
252 scores are available, extract the subscale scores relevant to metacognitive concepts. Considering 
253 that a study with multiple conditions or experiments can potentially introduce bias by giving unequal 
254 weight to different effect sizes, for studies with two or more control groups and different outcome 
255 measurement methods, we initially assess whether the different conditions reported in the literature 
256 align with the focus of our study. If aligned, they were treated as independent studies for effect size 
257 calculation.
258
259 2.2.2 Model Selection and Effect Size Calculation
260 In traditional meta-analysis models, it is assumed that effect sizes are independent within each 
261 study, typically resulting in the extraction of a single effect size per study. However, the literature 
262 in our current study includes multiple independent effect sizes. These arise due to: (1) the use of 
263 various tools assessing the same construct; (2) the reporting of multiple outcome variables; and (3) 
264 the presentation of similar effect sizes under different temporal conditions (Van den Bussche et al., 
265 2009). Cheung (2014) pointed out effect sizes within the same study should not be presumed 
266 independent. Such an assumption can exaggerate the correlation between variables, challenging the 
267 foundational premise of independence in traditional meta-analysis (Lipsey & Wilson, 2001). 
268 Therefore, the current study employs a Three-level meta-analytic model to address this issue.
269 The conventional meta-analysis model distinguishes between sampling error (level 1) and 
270 between-study error as sources of variance. In contrast, the three-level meta-analytic integrative 
271 model further dissects the between-study error into within-study error (level 2) and between-study 
272 error (level 3). To be more specific, the distinct advantage of the three-level meta-analytic 
273 integrative model compared to its traditional counterpart lies in its consideration of correlations 
274 among various effect sizes within the same study during the data analysis process. Furthermore, 
275 while the traditional meta-analysis often resorts to averaging or discarding methods to extract effect 
276 sizes from the same study, potentially leading to information loss, the three-level meta-analytic 
277 integrative model can extract all effect sizes from a study, thereby maximizing information integrity 
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278 and enhancing statistical efficiency.
279 The study employs the standardized mean difference Hedge’s g, also known as Cohen’s d 
280 correction, as the effect size for the experimental and control groups, aiming to correct biases 
281 introduced by small sample sizes (Hedges, 1984). Effect size evaluation criteria are as follows: 0.2 
282 indicates a small effect size, 0.5 represents a moderate effect size, and 0.8 indicates a large effect 
283 size (Kallapiran et al., 2015). To assess the heterogeneity of the studies, likelihood ratio tests are 
284 utilized to examine both between-study and within-study heterogeneity (Raudenbush & Bryk, 2002). 
285 If evidence suggests the presence of heterogeneity in effect sizes, further adjustment analyses are 
286 conducted.
287
288 2.2.3 Assessment of Publication Bias and Sensitivity Analysis
289 Publication bias refers to a bias phenomenon where the literature already published cannot 
290 systematically and comprehensively represent the entire body of completed research in a field 
291 (Rothstein et al., 2005). It is emphasized here that there is currently no perfect technique for 
292 assessing and correcting publication bias (Pham et al., 2001; Stanley, 2017), and existing methods 
293 have various limitations and weaknesses (Carter et al., 2019). Considering the suitability of adopting 
294 a multilevel meta-analysis approach in this study, a preliminary assessment of publication bias risk 
295 will be conducted using a funnel plot and the corrected Egger’s regression. This involves evaluating 
296 the relationship between effect sizes (gs) and their corresponding standard errors (se) (Egger et al., 
297 1997). In this analysis, the observed values of effect sizes serve as the dependent variable, and the 
298 standard errors of effect sizes are added to the regression model of the three-level meta-analysis. A 
299 significant slope indicates the presence of publication bias. If publication bias is identified, robust 
300 variance estimation will be applied for correction using JASP.
301 Sensitivity analysis will be performed to test the robustness of the results. The standard 
302 selection of literature, data extraction methods, and handling of missing values can all impact the 
303 outcomes of a meta-analysis. Therefore, it is essential to conduct sensitivity analysis. In this study, 
304 the method used will involve studentized deleted residuals (SDR) to identify and remove outliers, 
305 and this will be implemented within the R environment.
306 2.2.4 Moderators
307 The heterogeneity test revealed that there might be an influence of moderator variables on the 
308 outcome variable of scale scores. Subgroup analysis was employed as one of the most commonly 
309 used methods to delve deeper into the sources of heterogeneity and examine how study 
310 characteristics might moderate the effect sizes. Specifically, we focused on the moderating influence 
311 of training type, training duration, participant demographics, and feedback on the outcomes of 
312 metacognitive interventions. Furthermore, an exploration was conducted to assess potential 
313 interactions between cognitive training types and other moderating factors, shedding light on the 
314 combined impact of these variables within the same type of training.
315
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318

319 3 RESULTS
320 3.1 Characteristics of studies
321 After the initial search, a total of 8,041 articles were retrieved, with 2,798 from PubMed, 989 
322 from Web of Science, and 4,254 from APA PsycArticles, APA PsycInfo, and Psychology and 
323 Behavioral Sciences Collection combined. Following deduplication and a stepwise screening 
324 process, 46 articles meeting the criteria were ultimately included, comprising 83 independent effect 
325 sizes with a total sample size of 5,618 (Figure 2).
326 Five studies employed mindfulness training, involving 549 participants (9.8%). Strategy 
327 interventions were used in 22 studies, with a participant pool of 2896 (51.5%), while 19 studies 
328 utilized instructional guidance, engaging 2173 individuals (38.7%). Regarding participant 
329 demographics, the majority were university students and children/adolescents. Specifically, nine 
330 studies focused on elementary school children aged 6-12 years (785 participants, 13.9%), six studies 
331 involved middle/high school students aged 12-18 years (471 participants, 8.4%), and 31 studies 
332 concentrated on individuals in university and above (age > 18), totaling 4362 participants (77.6%).. 
333 The studies also varied in their use of feedback. Half of the studies, totaling 24, integrated feedback 
334 mechanisms, covering 3175 participants (56.5%). The remaining 24 studies, with 2717 participants 
335 (48.4%), did not employ feedback strategies. Finally, the duration of the training programs was a 
336 key variable. The majority of studies, 30 in total, had programs extending over one month, 
337 encompassing 3426 participants (61.6%). Eleven studies had interventions lasting between one 
338 week and one month (1162 participants, 20.7%), and six studies featured programs shorter than one 
339 week (1232 participants, 21.9%). (Refer to Figure 3).
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340
341 Figure 3. Distribution of sample sizes across various moderator variables.
342
343 3.2 Effect Size Estimation and Heterogeneity Test
344 Considering the varied measurement and calculation methods for metacognition in different 
345 studies, an overall effect analysis and effect size analysis for each outcome variable were conducted 
346 separately for the included literature (Table 2).
347 In this study, a random-effects model was employed to examine the main effect of cognitive 
348 training on metacognition and the effects on each outcome variable. The Knapp and Hartung (2003) 
349 adjustment was applied to ensure a reasonable number of statistically significant study results. The 
350 results revealed a total effect size of 0.585 for cognitive training intervention on metacognition, with 
351 a standard deviation of 0.083, indicating a moderate to large effect. The overall effect was 
352 statistically significant (t(82) = 7.053, p < .001). Regarding the intervention effects on each outcome 
353 variable, all reached statistically significant levels except for metacognitive sensitivity. Specifically, 
354 the interventions for scale scores, metacognitive efficiency, and metacognitive bias achieved effect 
355 sizes close to moderate or moderate to large levels (Score: g = 0.627, Metacognitive Efficiency: g 
356 = 0.619, Metacognitive Bias: g = 0.490), while the intervention effect size for metacognitive 
357 sensitivity was relatively smaller (g = 0.327). This indicates that cognitive training significantly 
358 enhances participants' metacognitive levels, especially concerning scale score measurements and 
359 indicators of metacognitive efficiency and metacognitive bias.
360 Additionally, a one-sided log-likelihood ratio test was used to determine the significance of 
361 within-study variance (level 2) and between-study variance (level 3). In this test, the original three-
362 level model’s fit was compared with the fit of the remaining two-level models under the condition 
363 of manually fixing the variance of level 2 or level 3 to zero, determining whether it is necessary to 
364 consider within-study or between-study variance in the meta-analysis model. The results indicated 
365 a significant difference in between-study error (level 3) at the overall level (p < 0.01). Among the 
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366 outcome variables, significant between-study error (level 3) was only found in the scale score 
367 variable (p < 0.01). These results suggest significant between-study heterogeneity, indicating the 
368 presence of moderator variables influencing the relationship between different studies and the 
369 effectiveness of metacognitive interventions. Therefore, this study will continue to analyze the 
370 impact of moderator variables on the relationship between them in studies using scale scores as 
371 outcome variables to explain the variation in level 3 variance.
372
373 Table 2. Cognitive intervention on metacognition: effect sizes and heterogeneity tests

Outcome 

Variables
#studies #ES Mean g(SE) 95%CI t-Statistic p-Value

Variance 

level 2

Variance 

level 3

Overall 46 83 0.585(0.083) [0.420,0.750] 7.053 <.001*** 0.000 0.174**

Score 35 60 0.627(0.112) [0.403,0.851] 5.595 <.001*** 0.018 0.275**

ME 5 8 0.619(0.190) [0.170,1.068] 3.258 0.014* 0.000 0.002
MS 5 8 0.327(0.162) [-0.056,0.710] 2.020 0.083 0.000 0.000
MB 6 7 0.490(0.166) [0.083,0.897] 2.945 0.026* 0.000 0.000

374 Note. #studies = number of independent studies; # ES = number of effect sizes; Mean g = mean 
375 effect size; CI = confidence interval; Score: scale scores (e.g., questionnaires, interviews); ME: 
376 metacognitive efficiency; MS: metacognitive sensitivity; MB: metacognitive bias.
377 Variance level 2: Variance between the effect sizes from the same study.
378 Variance level 3: Variance between studies.
379 ⁎ p < 0.05; ⁎⁎ p < 0.01; ⁎⁎⁎ p < 0.001.
380
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381

382 Figure 4. Forest plot of cognitive intervention effects on metacognition. The same study appears 
383 multiple times, indicating that the study includes multiple independent effect sizes. Black diamonds 
384 represent the overall effect size and confidence interval estimates.
385
386 3.3 Publication Bias and Sensitivity Analysis
387 A funnel plot was initially employed to assess publication bias, coupled with further 
388 examination using the Egger linear regression method. The funnel plot serves as a subjective 
389 evaluation of publication bias, where a symmetrical distribution of data around the center and above 
390 generally indicates a lower likelihood of publication bias. Drawing a funnel plot based on the overall 
391 studies revealed a generally symmetrical pattern around the center and upper sides, suggesting the 
392 potential presence of publication bias (Figure 5). Additionally, the corrected Egger linear regression 
393 test was applied, revealing t(81) = 4.630, p < .001, further indicating a potential risk of publication 
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394 bias. Therefore, the Robu Meta method in JASP was employed to correct the effect size, resulting 
395 in g = 0.571 [0.445, 0.701].
396 Sensitivity analysis was conducted by screening outliers in R, utilizing the studentized deleted 
397 residual (SDR) as the criterion. SDR represents the deviation of the magnitude of an individual 
398 effect size observation from the predicted average effect size. An absolute SDR value greater than 
399 1.96 implies that the effect size is an outlier (Viechtbauer & Cheung, 2010). As shown in Figure 6, 
400 among the 83 effect sizes in this study, only 4 were identified as outliers. Overall, the results of this 
401 study demonstrate a certain level of robustness.

402

403 Figure 5. Funnel plot for publication bias in cognitive intervention effects
404

405

406 Figure 6. Removal of Outliers Using SDR in Sensitivity Analysis
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407
408 3.4 Moderator analyses
409 The results of the heterogeneity test indicated that, in the analysis of within-study variance 
410 (level 2) and between-study variance (level 3) for outcome variables, significant between-study 
411 error (level 3) was only found in the scale score outcome variable (p < 0.01), suggesting potential 
412 moderator effects. Considering the moderator variables influencing the effectiveness of 
413 metacognitive interventions, the following subgroups were proposed: (1) Training type: 
414 Mindfulness training vs. Strategy intervention vs. Instructional guidance; (2) Feedback type: Yes 
415 vs. No; (3) Intervention duration: One month and above vs. One week to one month vs. Less than 
416 one week; (4) Participant group: Elementary school (6-12) vs. Middle/high school (12-18) vs. 
417 University and above (>18).
418 The subgroup analysis results for scale scores indicated a significant effect of training type on 
419 the metacognitive intervention outcomes (p = 0.008). Specifically, the training effect of strategy 
420 intervention was superior to instructional guidance and mindfulness training. In contrast, 
421 mindfulness training showed a less favorable intervention effect compared to strategy intervention 
422 and instructional guidance (g: 1.004 > 0.360 > 0.168). The training effect also significantly differed 
423 based on feedback type (p = 0.025), with metacognitive intervention having significantly better 
424 outcomes when feedback was present compared to interventions without feedback (g: 0.870 > 
425 0.390). However, the moderating effects of intervention duration and participant age were not 
426 significant (Intervention duration: p = 0.538; Participant age: p = 0.716).
427
428 Table 3. Subgroup analysis results for the scale score(Variance level 3)

Moderator 
variables

#studies #ES Mean g(SE) 95%CI F-Statistic p-Value
Variance 

level 3

Training type F(2,57)=5.213 0.008** 0.213
Mindfulness 5 8 0.168(0.437) [-0.708,1.044]

Strategy 22 39 1.004(0.158) [0.688,1.320]
Teaching 19 36 0.360(0.140) [0.080,0.640]
Duration F(2,57)=0.538 0.587 0.303
＞1Month 30 52 0.673(0.131) [0.411,0.935]

1Week-1Month 11 20 0.550(0.250) [0.050,1.050]
＜1Week 6 11 0.034(0.639) [-1.246,1.315]
Feedback F(1,58)=5.292 0.025* 0.248

No 24 45 0.390(0.147) [0.067,0,684]
Yes 24 38 0.870(0.152) [0.566,1.174]
Age F(2,57)=0.335 0.716 0.311
＞18 31 59 0.683(0.151) [0.380,0.985]
12-18 6 10 0.418(0.286) [-0.154,0.991]
6-12 9 14 0.634(0.227) [0.180,1.089]

429

430 4 DISCUSSION
431 4.1 Effects of Cognitive Intervention on Metacognition
432 Recent research continually supports the premise that cognitive intervention has a tangible 
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433 impact on metacognitive abilities. Despite the wealth of empirical data, a gap remains in the form 
434 of a holistic meta-analysis concerning the effects of cognitive intervention on metacognition. 
435 Addressing this, our study utilizes meta-analytic techniques to synthesize findings from various 
436 studies, scrutinizing not only the impact of cognitive training on metacognition but also the 
437 moderation effects of variables such as training types, participant age, training duration, and the use 
438 of feedback. This research presents a nuanced, evidence-based understanding of cognitive training's 
439 influence on metacognition, thus contributing to both theoretical knowledge and practical 
440 applications aimed at bolstering metacognitive skills.
441 The meta-analysis of 46 selected empirical studies substantiates that cognitive intervention has 
442 a positive effect on metacognitive abilities. Specifically, interventions demonstrated moderate to 
443 large effect sizes for scale scores and metacognitive efficiency, while interventions for 
444 metacognitive sensitivity and metacognitive bias showed small to moderate effect sizes. Based on 
445 the metacognitive enhancement model, when individuals confront a new cognitive task, the object-
446 level contains knowledge relevant to the new task and potential problem-solving strategies. In 
447 contrast, the meta-level cognition encompasses the task model and cognitive operations required to 
448 perform the task. For instance, when lacking the correct rules to solve a new problem, information 
449 flows between the two cognitive levels in the form of monitoring and control. The meta-level 
450 monitors cognition and thinking at the object-level, including individuals' judgments of confidence, 
451 speed of generating solutions, or the time needed to complete partial solution steps when solving 
452 problems. The degree or accuracy of monitoring determines the extent to which information about 
453 the problem can be recalled in the future. At the meta-level, individuals compare their level of 
454 learning with the expected level, deciding not only what information to study but also when and 
455 how to study it. They can, through altering psychological and physical behaviors at the object-level, 
456 control or regulate their learning (Molin et al., 2022). Thus, the effectiveness of cognitive 
457 interventions lies in elevating individuals' cognitive proficiency at the object-level. Faced with 
458 decision-making, cognitive intervention achieves this by gathering more pertinent information, 
459 diminishing cognitive bias, and thereby preventing the emergence of errors stemming from 
460 overconfidence at the meta-level (Moritz et al., 2014). Concurrently, it fortifies monitoring and 
461 control capabilities within the information flow, fostering more positive self-acceptance and 
462 evaluation, ultimately enhancing metacognitive levels. Metacognitive training, in particular, also 
463 serves to impart metacognitive knowledge by heightening awareness of cognitive bias. This aims to 
464 rectify errors in a gentle, non-confrontational manner, leading to memorable metacognitive 
465 experiences (Moritz et al., 2019).
466
467 4.2 Moderation analysisFollowing the PICO principle, we comprehensively explored moderating 
468 variables and their effect magnitudes on metacognitive intervention outcomes from four 
469 perspectives: training type, training duration, participant age, and feedback type. Through a one-
470 sided log-likelihood ratio test to assess the significance of within-study variance (level 2) and 
471 between-study variance (level 3), we only found significant differences in between-study variance 
472 (level 3) at the overall level and for the outcome variable of scale scores. Therefore, we conducted 
473 an adjustment effect analysis solely for scale scores.
474 The results indicate that both training type and feedback type reached a significant level, 
475 suggesting that the analyzed influencing factors can explain the differences in intervention effects 
476 to a considerable extent. Notably, strategy-based interventions showed greater effectiveness over 
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477 instructional guidance and mindfulness training. This may be attributed to the fact that strategy 
478 guidance often occurs in tightly controlled laboratory environments, allowing for better control over 
479 the environment and various artificial factors, thus minimizing external interference. Regarding 
480 feedback type analysis, interventions with feedback demonstrated superior outcomes compared to 
481 those without feedback, aligning with the longstanding notion in experimental psychology that 
482 “feedback enhances behavioral performance” (Judd, 1905). The early “law of effect” (Thorndike, 
483 1927) postulated that feedback strengthens automatic associations between stimuli and responses; 
484 individuals receiving external feedback automatically reinforce internal connections, thereby 
485 improving behavioral performance. Therefore, timely and appropriate feedback during training, 
486 whether positive or negative, enables subjects to better monitor and adjust their task performance.
487 In contrast, the results of the analysis for intervention duration and participant age are 
488 inconsistent with previous studies (Rochat et al., 2018; Zenner et al., 2014). In the adjustment effect 
489 analysis, these factors presented non-significant results, contradicting our initial hypotheses. Upon 
490 reflection, the discrepancy may be attributed to the fact that, based on prior research, the number of 
491 studies for each subgroup or interaction term should be no fewer than four (Bar-Haim et al., 2007; 
492 Fu et al., 2011). While this study had a total of 83 effect sizes, the average number of effect sizes 
493 for each outcome variable was insufficient due to the presence of multiple outcome variables. This 
494 resulted in low statistical power, particularly for metacognitive sensitivity, metacognitive efficiency, 
495 and metacognitive bias.
496 Furthermore, based on the heterogeneity results, adjustment analysis was only performed for 
497 the outcome variable of scale scores. Within this outcome variable, most intervention durations were 
498 concentrated at one month or more, and participant ages were mostly focused on 18 years and above. 
499 There were relatively fewer effect sizes at other levels, resulting in inadequate statistical power and 
500 potentially failing to detect genuine differences in adjustment effects. Additionally, the majority of 
501 current metacognitive training studies are applied in the field of educational science (Dinsmore et 
502 al., 2008; Park, 2003). In this field, researchers often train students through classroom teaching or 
503 strategic interventions, and the most popular method for measuring metacognition is self-report 
504 questionnaires, interviews, and thinking aloud methods (Zimmerman & Pons, 1986). Consequently, 
505 there are relatively fewer effect sizes for other outcome variables.
506
507 4.3 Limitations and future directionsHaving a well-developed capacity for introspection is crucial 
508 for both personal development and societal progress. On one hand, it assists us in self-regulating 
509 our behavior, particularly when we recognize suboptimal choices, enabling timely adjustments in 
510 thoughts and guiding actions (Folke et al., 2016; Purcell & Kiani, 2016). On the other hand, 
511 metacognition represents a potential target for interventions in mental health conditions, including 
512 schizophrenia and depression (Moritz & Woodward, 2007). Thus, the development of tools and 
513 training methods to enhance metacognitive abilities could therefore yield benefits extending from 
514 individual cognitive enhancement to broader clinical applications.
515 However, this study has several limitations. Firstly, A lack of granularity in the classification 
516 of outcome variables presents a challenge. Specifically, diverse psychological scales with varying 
517 benchmarks were consolidated in this study, which could mask nuanced differences in the 
518 assessment outcomes. All scales here were grouped together without a detailed exploration of 
519 potential differences among them. In future studies, a more detailed dissection of these measures is 
520 warranted to discern their distinct impacts.
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521 In addition, future research could consider examining transfer and long-term effects. The 
522 debate over whether these abilities are domain-general or domain-specific is ongoing, with evidence 
523 on both sides (Galvin et al., 2003; Maniscalco & Lau, 2012). Some researchers argue that strong 
524 metacognitive abilities have domain-general characteristics (Ais et al., 2016; McCurdy et al., 2013; 
525 Samaha & Postle, 2017), while others point out the domain specificity of metacognition (Baird et 
526 al., 2013; Kelemen et al., 2000). Our study's focus was limited to the immediate impacts of cognitive 
527 training on metacognition, omitting an investigation into the sustained and cross-domain effects of 
528 such improvements. A more exhaustive approach to this line of inquiry could provide a more 
529 comprehensive understanding of the long-term benefits of metacognitive interventions.
530 Finally, exploring additional moderating variables could yield interesting insights. For instance, 
531 the cultural origins hypothesis posits that different cultural learning experiences shape diverse 
532 metacognitive abilities (Heyes et al., 2020). This is evident in the observed variances in decision-
533 making confidence between individuals from Western individualistic societies and those from East 
534 Asian collectivist cultures (Mann. et al., 1998). Beyond this, considerations should be given to the 
535 impact on different participant types, such as the significant effects of metacognitive therapy on 
536 anxiety and depression patients (Normann et al., 2014). Given that our meta-analysis largely focused 
537 on English-language studies with healthy subjects, the effects of cultural background and health 
538 status on metacognition were not accounted for. Future research could profit from a closer 
539 examination of these variables, providing a more nuanced understanding of metacognitive training's 
540 efficacy across different populations.
541
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